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Abstract 

A wireless body area network (WBAN) consists of several mobile devices worn on the human 

body. WBANs have enormous potential in health monitoring systems as it eliminates the 

inconvenience of having wires around the patient‘s body, offering more freedom of movement 

and comfort, enhanced monitoring, and the administration of at-home treatment. Low power 

consumption is crucial for such applications due to the limited capacity of portable batteries. The 

power consumption of wireless communication is especially important since the radio typically 

consumes the majority of the energy in such systems.  

There are two ways to solve this energy constraint, which are reducing the power 

consumption or harvesting the energy from external sources. In this thesis, we approach this in 

both ways. First, we reduce the RF communication power by optimizing the radio for the 

wireless communication channel in a WBAN. The RF communication channel is measured using 

custom hardware with UWB and narrowband signals, and it is observed that the channel has 

periods of time when it is good enough for a low sensitivity, low power receiver to be used for 

communication. Second, we scavenge the energy from propagating radio waves with a 

subthreshold CMOS rectifier. Theoretical analysis of a subthreshold CMOS rectifier is presented, 

and used to maximize the sensitivity of a prototype rectifier.  
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Fig. I.1. Example of wireless body area networks (WBAN) 

 

Chapter I.                                                                                            

Introduction to the Study 

I.1 Wireless Body Area Network (WBAN) 

A wireless body area network (WBAN) is wireless communication between multiple Body 

Sensor Units (BSUs) and a single Body Central Unit (BCU) around the human body [1].  Fig. I.1 

shows an example of a WBAN that consists of one BCU (cell phone) and four BSUs (pacemaker, 

pulse oximeter, pedometer and intraocular pressure sensor). These wireless sensor networks have 

enormous potential in health monitoring systems as it eliminates the inconvenience of having 

wires around the patient‘s body, offering more freedom of movement and comfort, enhanced 
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monitoring, and the administration of at-home treatment [1]-[5]. Several BSUs on the human 

body work as health monitoring sensors, collecting biological information of the patient 

continuously. These collected data, saved in a local BSU memory, are sent to an aggregator 

(BCU) intermittently through an RF communication channel. The BCU processes these data and 

communicates with a doctor in a hospital or other experts via a cell phone or Wi-Fi network. In 

this way, the patient‘s health can be monitored anywhere in real time—without the need of wired 

devices—by experts in a remote location far away from the patient.  

As low power radio frequency integrated circuits and biomedical sensors develop, WBAN 

becomes feasible and practical. An IEEE task group for WBAN (IEEE 802.15) was formed in 

2007 has developed a communication standard for WBAN [6]-[7].  The quality of biological 

information and limited energy capacity of BSUs are the current bottlenecks of WBAN [3]. 

Especially, high power consumption and small battery size severely limit the operating time of 

BSUs.  

I.2 Energy Constraint in WBAN 

Fig. I.1 shows an example of a WBAN linking several health monitoring systems around a 

human body to the person‘s cellphone. The sensors are severely energy constrained, while the 

cellphone has a larger, rechargeable energy source. Low power consumption is crucial for such 

applications due to the limited capacity of portable batteries. The power consumption of wireless 

communication is especially important since it typically consumes the majority of the energy in 

such systems [8].  

There are generally two ways to solve this energy constraint, which are reducing the power 

consumption or harvesting the energy from external sources. In this thesis, we approach this in 
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both ways. First, we reduce the RF communication power by optimizing for the dynamics of the 

wireless communication channel in WBANs. Second, we scavenge the energy from propagating 

radio waves. Since the first method is reducing the power consumption and the second method 

adapts power harvesting, these two methods can be applied concurrently. In section I.3, 

background research and the goals of power harvesting are provided, and detailed background 

and motivation for low power communication using channel modeling are provided in section I.4.  

I.3 Power Harvesting Circuit 

RF power harvesting using a CMOS rectifier is one of the most popular power harvesting 

methods for RFIDs and sensors, which converts an incoming RF signal into a DC voltage 

suitable for powering the node for brief periods of time. There are several ways to scavenge 

energy from an external source such as propagating radio waves, sunlight, mechanical vibration, 

or thermal gradients. The power densities, advantages and disadvantages of these sources are 

summarized in Table I. Power harvesting from RF waves has merits of small form factor and 

Table I. Power harvesting methods 

Source RF wave [27] Sunlight [9] 
Mechanical 

vibration [10] 

Thermal 

gradient [11] 

Power density 

36µW @  

8.5m distance 

with 4W EIRP 

28µW/cm
2
 @ 

Light soaked 

under 1W/m
2 

(~1000 lux) 

0.85mW @ 

2600N force 

(knee during 

normal walking) 

0.2-15mW @ 

10-20º 

temperature 

gradients  

Advantage Small volume 
Inexhaustible 

energy source 

Energy from 

human movement 
High power 

Disadvantage 
RF transmitter is 

necessary 

Small power with 

indoor light 

Time-varying 

energy source 

Low efficiency 

(less than 10%) 
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Fig. I.2. Sensitivity vs. output power 

 time-invariant power harvesting, although it requires a high power RF transmitter, such as a 

base-station in a star network.  

Previous rectifiers focused on maximizing power conversion efficiency and output power 

rather than sensitivity [12]-[31]. The power conversion efficiency and output power are 

important when the system is continuously operating off harvested power. However, in some 

applications where the entire system does not need to be on all the time such as a human body 

physiological monitoring, the sensitivity is more important as it defines the maximum range. If 

output power consumption is minimized while charging and long charging time is acceptable, the 

sensitivity of the power harvester can be dramatically increased.  

Fig. I.2 shows the harvested power versus sensitivity of previous work from 2003 to 2012 at 

900MHz along with constant-efficiency lines [12]-[31]. As observed in this figure, the output 
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power is roughly proportional to the sensitivity, with most power harvesters operating around 10% 

efficiency. In this work, a power harvester is demonstrated with –32dBm sensitivity at 915MHz. 

This sensitivity is sufficient to power a device at a distance of 66m with a 4W EIRP source.  

I.4 RF Communication Channel in WBAN 

RF communication channel modeling in WBANs is necessary for power efficient RF 

communication. By producing a model that focuses on the periodic time domain behavior of the 

channel for a wireless body area network, we can analyze power/sensitivity tradeoffs at the 

circuit level as well as other system level design issues such as communication time and data 

rate. Therefore, robustly and accurately estimating WBAN channels is a crucial task in 

developing more efficient communication systems that optimally sense and exploit the unique 

channel dynamics [7]. The WBAN channel characteristics depend heavily on the surrounding 

environment, body posture, and movement, which all vary with time [32].  This is unlike the 

channel characteristics of long distance wireless networks (e.g. cellphone to WLAN or WWAN 

base station), which are relatively stable irrespective of the user‘s posture or movement. 

Furthermore, WBAN channels exhibit a periodicity due to the nature of body movements, yet 

this phenomenon hasn‘t been fully characterized or exploited to save energy in any WBANs. 

Many studies have been performed on WBAN channels [33]-[37]. Most of them use a vector 

network analyzer (VNA) or vector signal analyzer (VSA). These are accurate, but also bulky and 

expensive instruments, and require wired connections around the body and to a wall outlet for 

power. If we want to measure the channel characteristics where this equipment cannot be carried, 

a portable device is necessary.  Furthermore, it is desirable to log channel data as a function of 

time in order to characterize the periodicity of the channel. Other groups have reported 



 

    

6 

 

implementing a portable WBAN channel estimator that relies on RSSI measurements at a fixed 

frequency [37][38].   

I.4.1 Channel Model around the Human Body and its Usage 

The channel for wireless body area networks involves the environment, and electromagnetic 

propagation, around the human body which is complicated due to the body‘s effect on antenna 

performance [39].  One reason the channel for a WBAN is unique compared to other channel 

models is the channel‘s dynamic characteristics due to the inherently limited motion of a 

person‘s body and the proximity of the sensors to the body itself.  The distance and angle of 

antennas mounted to sensors worn on the body will constantly change in relation to one another 

as a person performs daily activities.  For example, if a person has sensors on their belt and their 

wrist, then when their arm is in front of the body while walking, the channel will be line-of-sight 

(LOS) and the signal will be strong.  In the back of their stride the channel will be non-line-of-

sight (NLOS) and the signal will be weak, requiring more power to receive it.  Intuitively, the 

channel should oscillate between strong and weak conditions as the person walks, runs, or 

performs other daily activities.  Furthermore, these oscillations should be bounded by the 

physical limitations of the body‘s movement, or lack of movement (i.e. the human body is never 

perfectly still). Statistically analyzing such behavior using empirical data will allow us to 

effectively utilize the dynamics of the channel to reduce power consumption of the radio. 

Radio power typically consumes the majority of the total power in a WBAN and is therefore a 

significant bottleneck in energy efficient design.  This is because radio power is typically much 

higher than other components in a WBAN node, and the radio is not as easily duty cycled since it 

has to remain on when actively listening for packets.  Often, as is the case with standards like 



 

    

7 

 

Bluetooth or Zigbee, radios are designed to have excellent sensitivity, defined as the minimum 

detectable power level of the receiver, so they can operate at a near worst-case path loss. This 

sensitivity level ensures reliable communication, but significantly increases the radio‘s power 

budget.  Fig. I.3 shows a survey of published ultra-low power radios from 2006-2012 [40]-[63], 

comparing their power vs. sensitivity.  Empirically, the survey shows a slope of -0.5 on a log 

graph between sensitivity and power consumption, with a floor around -40μW.  The slope is 

influenced by several parameters, such as the variation in data rate, architecture, and non-

linearity present in the radios. The survey only covers ultra-low power receivers, common in 

WBAN research, and Bluetooth or Zigbee receivers with higher power will sit well above this 

line.  Using this survey one can estimate a squared relationship between power and sensitivity.  

For example, a 2X increase in power results in a 4X increase (improvement) in sensitivity. 

Knowing the time domain response of a wireless WBAN channel allows us to make decisions 

based on design tradeoffs if we can tolerate periods of interrupted communication.  By reducing 
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Fig. I.3. Low power radio survey  
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the sensitivity of the receiver, square root power gains can be achieved at the cost of intermittent 

communication.  Even so, the channel variability is slow enough that efficient packet transfer is 

possible. 

To illustrate this tradeoff, Fig. I.4 shows the measured link quality indicator (LQI) vs. time of 

a person running with a receiver on the left hip and transmitter on the left wrist.  Also shown is 

the sensitivity of a TI Bluetooth low energy radio [64]  as an example.  When LQI is above the 

sensitivity limit, reliable communication is achieved, and in this example, the majority of the 

time LQI far exceeds the sensitivity; therefore, the radio is overdesigned for the given channel.  

One could decrease the receiver sensitivity by 15dB in this case, which would give an estimated 

5.6X power reduction by applying the empirical slope from Fig. I.3, but result in intermittent 

communication.  Provided a WBAN sensor can tolerate some latency, we can make use of the 

fact that poor quality channels don‘t remain poor for long when a person is active. 
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Fig. I.4. Channel path loss vs. Bluetooth sensitivity 
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I.5 Thesis Contributions 

WBANs have enormous potential in health monitoring systems as it eliminates the 

inconvenience of having wires around the patient‘s body. Low power consumption is crucial for 

such applications due to the limited capacity of portable batteries. The power consumption of 

wireless communication is especially important since it typically consumes the majority of the 

energy in such systems. The goal of this research is to design a single chip solution for a low 

power reactive transceiver in WBAN. Three steps have been made to achieve this goal, and these 

are the key contribution of this thesis. 

First, the RF communication channel in a WBAN is measured using custom hardware with 

UWB and narrowband signals in chapter II. It is observed that the RF communication channel 

periods of time when the channel is good enough that a low sensitivity, low power receiver can 

be used for communication. 

Second, a -32dBm sensitivity CMOS RF power harvester is implemented and equations for 

the subthreshold rectifier are analyzed in chapter III. Sensitivity of the rectifier is maximized 

rather than efficiency, to maximize the communication distance.  This rectifier is also used in a 

low power receiver, replacing the LNA. 

Third, a 116nW multi-band CDMA based wake-up receiver with automatic interference 

rejection is implemented in chapter IV. This low power, low sensitivity receiver incorporates a 

full CDMA baseband processor operating in subthreshold to save power, as well as an automatic 

threshold compensation feedback loop to account for wireless interference.                 
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Chapter II.                                                                                       

RF Channel Modeling in WBAN 

 

II.1 Introduction 

Developing accurate and sophisticated channel models for energy-constrained systems such 

as WBANs is a necessary step in understanding the key elements that factor into a channel 

model‘s behavior. By producing a model that focuses on the periodic time domain behavior of 

the channel for a wireless body area network, we can better analyze power/sensitivity tradeoffs at 

the circuit level and how they might impact communication goals at the system level.  Similarly, 

accurate models can be used to develop WBAN-channel specific MAC protocols that more 

efficiently duty-cycle the radios.  

In this chapter, RF communication channel modeling in a WBAN is provided. Section II.1.1 

and II.1.2 provide a background of channel modeling in WBAN. Section II.2 proposes an UWB 

transmitter that can generate an impulse signal, which is essential when an impulse response of 

the channel is measured. Section II.3 discusses WBAN channel modeling using impulse response, 

and Section II.4 describes WBAN channel modeling using RSSI. 
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II.1.1 Channel Modeling Background 

The 802.15.6 (WBAN) channel model document [65] is a collection of multiple experiments 

spanning different defined channels, including body-to-body or body-to-off body communication 

as well as line-of-sight (LOS) and non-line-of-sight (NLOS) variations.  The purpose of these 

channel models is for evaluating potential physical layer proposals more than producing all-

encompassing models.  The ones included below describe WBAN CM3, which is body-to-body 

communication in the 900MHz and 2.4GHz bands for both LOS and NLOS communication. 

Three different experiments are described, resulting in the following two path loss modeling 

equations:  

  ( )[  ]         ( )                                                     (1) 

where a and b are coefficients of linear fitting, d is Tx-Rx distance in mm, and N is a normally 

distributed random variable with σn. 

        ( )[  ]         
  
(   

       )                                      (2) 

where P0 is the average loss close to antenna, m0 is the average decay rate in dB/cm for the 

surface wave traveling around the perimeter of the body, P1 is the average attenuation of 

components in an indoor environment radiated away from the body and reflected back toward 

the receiving antenna, σp is the log-normal variance in dB, and np is a zero mean unit variance 

Gaussian random variable. 

Equation (1) references Experiment A in the Channel Modeling document [66] which features 

a test subject in a hospital room in different stationary positions.  S21 is measured between two 

antennas using a vector network analyzer in the 950-956MHz and 2.4-2.5GHz bands.  A 
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transmitter antenna is placed at the waist, with a receiver antenna being placed on parts of the 

body, including head, ear, shoulder, wrist, waist, leg and ankle.  Measurements in an anechoic 

chamber are also taken as a control experiment to remove the multipath effect.  The path loss 

model is derived using a regression line through least square fitting for each frequency band.   

Equation (2) references Experiment B [67] which is similar but includes signal fading in its 

experiments, covering the 915MHz and 2.45GHz frequency band.  Antennas are placed 

horizontally around the torso as well as vertically along it and S21 is measured similar to 

Experiment A.  The test subject is standing still during the experiments. 

Experiment C [68] observes subject movement.  Test subjects are observed standing, walking, 

and running in place in an office environment using BPSK modulated signals at 820MHz and 

2360MHz.  The channel response is captured on a vector signal analyzer in 40μs sets, with a 

2.5ms gap before the next capture (sample rate of 0.4kS/s), totaling 10 seconds.  Results show 

the most significant fading effects are due to movement and the change in distance and 

alignment of the antennas.  Variation also increases with increased movement from the test 

subject.  Finally, channel stability over time is observed and assigned a value, the channel 

variation factor, which is the ratio between the standard deviation and the RMS power of the 

sequence. 

Papers published outside of 802.15.6 cover a spectrum of different approaches ranging from 

parallel finite-difference time-domain method (FDTD) simulations [69] to measurements from 

commercial MICAz motes using a Zigbee Radio [70].  Papers have also attempted to 

characterize the temporal characteristics of the channel [71].   
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II.1.2 Results from Channel Modeling Background Study 

Many different distributions such as lognormal, normal, or Weibull, [72] fit different 

experimental scenarios within a WBAN.  The most commonly used distribution for a static 

channel is lognormal, supported by both the S21 and RSSI data collection.  Different 

experiments show different adjustment factors to the basic lognormal equation.  The lognormal 

result is explained in [72] by the large number of contributing effects to the attenuation of the 

transmitted signal which are multiplicative, or additive in the log domain.  In addition, 

movement was shown to increase the variability of the channel, which is an important 

observation for WBANs.  Several papers cite the significant impact of antenna angles as well as 

influences from the environment (multipath) and the size and shape of the user [69]. 

There are several factors that these experiments lack that are critical to applying our 

knowledge of the channel to the design of an energy efficient WBAN.  Most experiments do not 

attempt to characterize the time domain characteristics of the channel and are therefore not 

conducted with a high enough sample rate or for a long enough period of time to accurately see 

the influence time has on the channel.   

Perhaps most important is that the resulting path loss equations erase time domain periodicity 

from the test results.  Fig. II.1 illustrates how this periodicity is erased when using only path loss 

statistics. A measured time domain channel response is shown (left) with its respective 

distribution (middle), which is then reconstructed using equation (1) from the WBAN task group 

channel model (right).  It is obvious that equation (1) does not reproduce the structured periodic 

channel response in the original measured data, nor is that its intention.  The purpose of equation 

(1) is to give a single path loss estimate for a channel.  The time domain information is lost.   
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Understanding this variability and being able to anticipate or accommodate for it is the key to 

our channel model and subsequent analysis. Our channel modeling will correct these 

shortcomings by using our custom hardware to measure impulse response or RSSI of the 

channel. Since the hardware is battery operated and portable, we can take data in different 

environments very applicable to peoples‘ normal lives or specific medical applications.  Our 

statistical models will evaluate path loss of the channel in the time domain and will develop a 

policy to characterize the channel so it can be simplified and used to make design decisions that 

impact the performance and energy consumption of a WBAN node. 

II.2 UWB Transmitter 

When we want to measure the channel using an impulse response, a UWB transmitter can be 

the best option to generate impulses. Generally speaking, there are two ways to implement UWB 

transmitters. The first one is a design of UWB transmitter at a PCB level and second one is a 

design of a UWB transmitter with a custom IC. 

  

Fig. II.1. Time domain channel model with WBAN equation (1) reconstruction 
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In many cases, impulse radio-based UWB (IR-UWB) transmitters are fabricated as custom 

ICs in CMOS processes [74][75]. They have the advantage of system integration with processing 

and receiver electronics, etc., in a single-die. However, in some cases, full system integration is 

not required, and furthermore, some applications require only a UWB transmitter (e.g. channel 

sounding). In this case, it may be desirable to build a custom, high-performance impulse 

generator without the cost or complexity of fabricating a custom IC [76]. Moreover, if a pulse 

with high peak power is necessary, an IC may not be a good option. In particular for portable 

channel sounding in body area networks, we desire a UWB transmitter that is battery operated, is 

small enough to be worn on the body, and generates high power impulses to estimate the RF 

communication channel. In this application, the impulse generator only needs to excite the 

impulse response of a wireless channel so that it can be recorded by a higher-power receiver. 

Furthermore, the transmitter has low complexity and does not require compliance with a wireless 

standard. Therefore, a simple impulse generator is sufficient (no system integration with digital 

baseband processing is required). Designing a UWB transmitter on a printed circuit board (PCB) 

with discrete components is advantageous for these UWB applications. 

On the other hand, the UWB transmitter with custom IC has benefits of low power 

consumption, BPSK modulation and system integration in a single die. In this research, we 

provide UWB transmitters with both design methods.  

II.2.1 UWB Transmitter with SRD 

There are several techniques to produce UWB pulses at the PCB design level [77]-[86]. These 

include avalanche transistors, tunnel diodes [77], nonlinear transmission lines (NLTLs) [78], 

photoconductive switches [79], bipolar transistors [80], FETs [81], and step recovery diodes 
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(SRDs) [82]-[86]. Avalanche transistors have high-power edge sharpeners, but the maximum 

pulse repetition frequency is limited, and the transistor lifetime is short [82]. Tunnel diodes have 

short transition times, but their output amplitude is relatively small [82]. NLTLs and 

photoconductive switches usually require monolithic microwave integrated circuits (MMICs). 

SRD based circuits are relatively easy to fabricate, cost effective and capable of generating 

pulses with less than 100ps of transition time. For this reason, SRD based circuits are suitable for 

low-cost, low-volume, and high performance UWB applications.  

There are many researches which use SRDs to implement a UWB transmitter [82]-[86]. In 

most of these circuits, the power consumption is high (>300mW), and the supply voltage of the 

circuit is more than 7V, which is not compatible with a portable battery. This research presents a 

simple UWB transmitter with a supply voltage of 3V and also provides equations for estimating 

the pulse width and amplitude of the SRD pulse generator which are verified by experimental 

results. 

II.2.1.1 Architecture 

The architecture of the UWB transmitter is depicted in Fig. II.2. A microcontroller generates 

VDATA which contains PPM information to be transmitted, and the UWB pulse generator 

produces the UWB pulses with SRDs according to the falling edges of VDATA. A single 3V 

power supply is used for the entire circuit, and a 10MHz reference clock is used to produce the 

pulse repetition frequency 

II.2.1.1.1 UWB Pulse Generator 
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Fig. II.3 shows the schematic of the UWB pulse generator [86]. The core part of the pulse 

generator consists of two SRDs. To briefly explain its operation: SRD1 sharpens the falling edge 

of a negative pulse and SRD2 determines the width of the pulse and sharpens the rising edge of 

the pulse. Next we will examine the UWB pulse generator circuit in more detail.  

The most important characteristic of an SRD is that it stores charge when forward biased. 

Once the SRD stores enough charge, it can use this stored charge at the beginning of reverse bias 

to temporarily maintain conduction and a forward bias voltage. Therefore, the SRD still 

functions like a short circuit with negative current during the initial time in reverse bias. 

However, when all stored charge is depleted, the SRD suddenly open circuits. At this time, the 

voltage across the SRD changes dramatically fast so that a sharp voltage edge can be generated. 

The pulse sharpening operation of the SRD is explained in [86].  

  

Fig. II.2. The architecture of the UWB transmitter 
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The following equations summarize the output pulse. 
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Several design guidelines may be followed for selecting the values of the components. For 

faster rising and falling edges, and large pulse amplitude, small RS and RL are preferred. 

However, if RL becomes too small, there is a ringing in the output pulse, and the output 

amplitude decreases. On the other hand, if RL is larger than the     antenna impedance, it has a 

minimal effect on the pulse width and amplitude. Therefore, large RL is desirable. Small IF1 and 

IF2 are better for lower power consumption, but IF1 and IF2 should be large enough to store 

sufficient charge in the SRDs during stages (II) and (III). RB1 and RB2 should be much larger than 

RS and        for high pulse amplitude.  

 

Fig. II.3. The schematic of the UWB pulse generator 
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II.2.1.1.2 Microcontroller 

An ATtiny13A microcontroller is used to generate the data to be transmitted which is PPM 

modulated. A 10MHz oscillator is used for maximum data rate, which is the maximum frequency 

of the external clock for this microcontroller.  

The pulse position modulation is used in this system. VDATA is the output of the 

microcontroller and VOUT is the output of the UWB pulse generator. One symbol period consists 

of four processor clock cycles. For the symbol ‗0‘, the value of VDATA is ‗0111‘ and a UWB 

pulse of VOUT exists at first clock edge. For the symbol ‗1‘, the value of VDATA is ‗1101‘ and 

there is a UWB pulse at the third clock edge. 

II.2.1.2 Experimental Results 

Fig. II.4 is a photo of the UWB transmitter PCB with all the components. A single 3V supply 

is used for the entire circuit. A 2.7V regulator is used for the UWB pulse generator, the 

microcontroller and the buffer, and a 1.8V regulator for the 10MHz clock. For convenience, 

VBIAS1 and VBIAS2 were provided from an external power supply during the measurement. 

However, it could be replaced with voltage dividers using a potentiometer, since VBIAS1 and 

VBIAS2 are below 3V.  The total size of the PCB is 4.3 cm x 2.9 cm.  
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Fig. II.5 shows the output UWB pulse measured with a Tektronix TDS6000C digital 

oscilloscope with RS:20Ω. RL:200Ω, IF1:9.5mA, IF2:2.5mA. The FWHM pulse width is 213ps 

and the pulse amplitude is 1.6V, which agrees with 227ps and 1.87V calculated from equations 

(5) and (6). When calculating equations (5) and (6), output resistance of the buffer should be 

considered as RS, which was     in our case. Fig. II.6 shows the power spectrum of the UWB 

 

Fig. II.4. PCB of the UWB transmitter with SRD 
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Fig. II.5. Measured UWB pulse at VOUT 
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pulse measured with an Agilent N9020A spectrum analyzer and resolution bandwidth is 3MHz. 

The 3dB bandwidth of the UWB pulse is 3.5GHz. The power consumption for the UWB pulse 

generator is 57mW and the total power of UWB transmitter is 70mW. 

Table II shows the performance summary of the UWB pulse generator. The performances 

from other papers with different components are also provided. The power consumption of the 

IC based transmitter is the smallest, but the pulse amplitude is also relatively small. The pulse 

amplitudes of BJT and other SRD based transmitters are high. However, their supply voltage is 

greater than 7V, which precludes their use with single coin batteries. By comparison, this 

research demonstrates an SRD based transmitter that operates from a 3V supply, while 

generating pulse amplitude of 1.6V. 

3.5GHz

-44dBm

 

Fig. II.6. Measured UWB pulse power spectrum 
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Table II. Performance summary of the UWB pulse generator 

 Tech Pulse Width Pulse 

Amplitude 

VDD Power  

Hu [74] 90nm CMOS 1ns 160mV 1.2V 225uW 

Salameh [78] NLTL 19ps 1.8V - >100mW 

Gerding [80] BJT 90-800ps 7V  - - 

Protiva [82] SRD 110ps 7.5V 12V >360mW* 

Rueng. [83] SRD 140ps, 100ps 2.5V,  1.1V >7V - 

Han [84] SRD 400-850ps 200-500mV >7V - 

This work SRD 213ps 1.6V 3V 70mW 

*we calculate power consumption based on forward bias current 

 II.2.2 UWB transmitter with a custom IC 

A UWB transmitter with a custom IC has benefits of low power consumption, BPSK 

modulation, and system in a single die than a UWB transmitter with SRD. For these reasons, the 

UWB transmitter with a custom IC is fabricated in IBM 130nm process.  

II.2.2.1 Architecture 

Fig. II.7 shows the schematic of the UWB transmitter with a custom IC. It consists of a 

custom IC fabricated in a 0.13μm CMOS process, an external power amplifier (ABA-54563 

from Avago technology), and a 2.45GHz antenna (ANT-2.4-CW-RH from Antenna Factor). The 

IC generates BPSK-modulated, 350ps-wide pulses, and includes a gold code generator to 

modulate the pulses for CDMA. A 10MHz crystal oscillator is used as the clock source, and a 

single 9V battery is used to supply power to the entire transmitter. 



 

    

23 

 

The pulse generator generates pulses at each rising edge of the 10MHz clock. It consists of a 

NAND gate with an inverter to produce a delayed clock edge. The delay of the inverter 

determines the pulse width. The BPSK modulator generates a positive or negative pulse 

depending on the gold code bit sequence. Only one input path of the BPSK modulator is 

activated for each pulse, using the upper and lower paths for a positive and negative pulse, 

respectively. To decrease the output loading of the BPSK modulator and produce high pulse 

amplitudes, the output of the deactivated path is set to be floating while the activated path 

generates a pulse. 

Gold codes are a set of binary sequences whose cross-correlation among the set is bounded 

into three values. Gold codes are commonly used when implementing CDMA as they allow the 

receiver to easily identify the corresponding transmitter which sent the signal of interest [87]. In 

this research, 4 different 31-bit gold codes are preset in the custom IC and can be selected by 

configuring external pins on the chip. Once enabled, the transmitter continuously repeats the 

selected code.  

Pulse Generator

BPSK Modulator

Clock

Gold Code Generator

LFSR1

Custom IC

LFSR2

RF 
Amp

  

Fig. II.7. BPSK UWB transmitter architecture 
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The peak output amplitude of the custom IC is 300mV, which is not sufficient to excite the 

channel with high SNR in a WBAN; therefore, an additional PA is used to increase the peak 

output amplitude to 2V. Because the signals are impulses with high peak-to-average ratio, a PA 

with high P1dB is necessary for matched positive and negative pulses. 

II.2.2.2 Experimental result 

The pictures of the transmitter along with the die photo of the custom IC, are shown in Fig. 

II.8. Fig. II.9 shows the transmitter output measured with a Tektronix TDS600C digital 

oscilloscope. Single positive and negative pulses with 2V amplitudes and 350ps widths are 

shown in Fig. II.9 (a). The positive and negative pulses are symmetric, which is essential for 

BPSK modulation. Fig. II.9 (b) shows BPSK pulses modulated by a repeated 31 bit gold code, 

with a pulse repetition frequency of 10MHz. Fig. II.9 (c) shows the frequency spectrum of the 

transmitter output measured with an Agilent N9020A spectrum analyzer.  
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Fig. II.8. Picture of BPSK UWB transmitter 
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The 3dB cut-off frequency is 2.0GHz; however, sufficient power for channel characterization 

is produced in the 2.45GHz ISM band. FCC compliance was not considered, as this is test 

equipment. The supply current of the custom IC, 10MHz oscillator, and RF amplifier is 27μA, 

3mA, and 85mA, respectively. The supply current of the entire transmitter is 90mA, which can 

be powered continuously from a single 9V battery for 5 hours. 

II.3 Channel Modeling using an Impulse Response 

Fig. II.10 depicts the entire channel estimation system. Multiple transmitters are placed on the 

body that generate impulses to excite the channel response between each transmitter and a single 

receiver. The impulses are BPSK-modulated with unique CDMA codes so the receiver can 

identify them. The receiver down-converts and samples the received signal, and an FPGA 

implements a correlating receiver to recover an average impulse response. Snapshots of the 

channel are taken at a programmable rate, and the responses are saved in a local memory. When 

an experiment is complete, the responses are uploaded to a PC, where an FFT is performed on 

them to recover the frequency response of the channel vs. time. The hardware characteristics of 

 

Fig. II.9. Transmitter output 

 

Fig. II.10. Frequency domain data of experiment scenario 
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measured responses are de-embedded using a baseline response (with no multipath and at a 

known distance) in order to determine the impact of the time-varying channel. 

II.3.1 Transmitter 

BPSK UWB transmitter with a custom IC in section II.2.2 is used as a transmitter of this 

channel modeling system. 

II.3.2 Receiver 

Fig. II.11 shows the block diagram of the receiver. It consists of two LNAs (sky65047 from 

Skyworks), an I/Q down-conversion mixer with baseband amplifiers (AD8347 from Analog 

Device), a local oscillator (Si4136 from Silicon Labs), two ADCs (AD9288 from Analog 

Device), and an FPGA (Xilinx Spartan-3E). These components were chosen given 

considerations on the overall noise figure, conversion gain, frequency selectivity of the channel, 

and power consumption. An I/Q mixer is used to down-convert the received signal to baseband 

(direct-conversion receiver).  A passive 5th order elliptic lowpass filter with a 50MHz cut-off 
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Fig. II.11. Channel estimation system 
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frequency is added between the mixer and the baseband amplifier to avoid aliasing and reduce 

high frequency noise. Finally, two 8-bit, 100 MS/s ADCs digitize the I and Q signals.  

An FPGA performs all of the baseband processing on the received signals. A correlation-

based receiver is implemented to correlate the incoming signal with all possible shifts of the 31-

bit gold code, synchronizing the receiver to the transmitted sequence. After synchronization, 248 

pulses are averaged (31 codes repeated 8 times) in order to reduce noise on the signal. The 

resulting signal is an average impulse response of the channel, and corresponds to one channel 

―snapshot.‖ This result is sampled at a programmable rate and saved in a 32Mbyte SDRAM, 

LNA1 Mixer LPF ADCIF AMP

2.45GHz

FPGA RAM

PLL

100MSPS, 8bit 32Mbyte

LNA2 VGA

 

Fig. II.12. Receiver architecture 
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Fig. II.13. Picture of receiver 
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which can later be read by a PC over USB. 

II.3.3 Experimental Results 

The picture of the receiver is shown in Fig. II.12. To avoid performing operations on complex 

numbers on the FPGA, the receiver processes the I and Q signals separately, and saves the 

averaged channel responses on I and Q separately in the SDRAM. Once the values are read out, 

they are combined in Matlab. Fig. II.13 shows the recorded I and Q channel responses over a 

1ms duration with a sampling rate of 40kS/s while the transmitter and receiver are 20cm apart in 

a lab environment. Each pulse is the result of 248 averaged pulses modulated by the gold code, 

and consists of 10 sample points. The amplitude of the I and Q data rotates due to the frequency 

difference of the transmitter and receiver clocks. When plotting the magnitude of (data I + j ∙ 

 

Fig. II.14. Receiver output 
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data Q), only channel fluctuations are visible. The power consumption of the receiver is 1.8W, 

which can continuously operate off eight AA batteries for 30 hours. 

II.3.4 Elevator Scenario 

To demonstrate the capabilities of the hardware, a WBAN channel estimation experiment was 

performed in the EECS building at the University of Michigan. An experimenter held the 

receiver and transmitter in each hand, and walked into, rode, and walked out of an elevator. 

While this scenario seems routine, it produces highly dynamic channels and would be extremely 

difficult to measure with conventional equipment.  

Fig. II.14 is the measured frequency domain data which is taken from the averaged pulse 

responses. The hardware characteristics are de-embedded using the -65dBm baseline response 

measured outside the EECS building. The frequency axis is relative to the LO frequency; 

therefore, 2.45GHz ± 30MHz data is shown. The FFT axis represents the magnitude of the FFT 

in dB of the measured impulse response; a higher number represents a stronger received signal at 

that frequency. The channel was sampled at a rate of 10kS/s over a total time of 35 seconds. In 

this experiment, we can observe that the average channel loss varies by more than 30dB. Fig. 

II.15 shows four 1-second intervals taken from Fig. II.14 for (a) standing in the hallway, (b) 

walking in the hallway, (c) walking in the elevator, and (d) standing in the elevator.  
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Two major observations can be found in this data. First, the channel is stable, but shows 

multipath fading, when the experimenter is standing, and fluctuates when the experimenter is 

walking. The period of this amplitude change is approximately 0.5s, which matches the period of 

the experimenter‘s hand movement while walking. Second, the characteristics of the channel 

depend on the location of the experimenter; the channel inside the elevator (more multipath) is 

different from the channel in the hallway (less multipath). Table III summarize the specification 

of channel estimator using impulse response. 
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Fig. II.15. Frequency domain data of experiment scenario 
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Fig. II.16. Frequency domain data of each scenario 
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II.4 Channel Modeling using RSSI 

II.4.1 Dual-Band RSSI Recorder 

Received signal strength indication (RSSI) was measured in the 900MHz and 2.4GHz bands to 

model channel characteristics. Multiple transmitters are placed on the body and broadcast 

simultaneous 900MHz and 2.4GHz tones. These tones are On-Off-Keying (OOK) modulated 

with unique CDMA codes so that the receiver can identify each transmitter. Multiple receivers 

are placed on the body and simultaneously record the RSSI of the 900MHz and 2.4GHz paths 

into local memory. When an experiment is complete, the RSSI data is uploaded to a PC, where 

post-processing is performed to correlate the data with the CDMA code, which will identify the 

transmitter and provide accurate RSSI measurements. 

Table III. Specification of channel estimator using impulse response 

Transmitter Receiver 

3dB Bandwidth 2GHz Frequency 2.4GHz±40MHz 

Pulse Amplitude 2V Gain 18 ~ 88dB 

Pulse width 350ps Storage 1.6M channels 

Pulse Repetition 

Frequency 
10MHz 

Max Channel 

Sampling Rate 
40kS/s 

Modulation 31bit BPSK Resolution 8 bits 

Size 19 × 28 mm
2
 Size 120 × 60 mm

2
 

Power 0.81W Power 1.8W 

Life Time 5 hours Life Time 30 hours 
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The primary advantages of our hardware are that it is dual-band, portable, and has a sampling 

rate sufficient for Nyquist sampling of the channel response. The transmitter and receiver each 

have two antennas at 900MHz and 2.4GHz. Additionally, they can operate with a single portable 

battery. The sampling rate of the channel RSSI can be programmed up to 50 kS/s. In this work, a 

sampling rate of 1.34kS/s was chosen to increase sampling duration. 

II.4.1.1 Transmitter 

Fig. II.16 shows the schematic of the transmitter. It consists of a crystal oscillator, a 

microcontroller, a 900MHz oscillator (MAX2623 from MAXIM), a 2.4GHz oscillator 

(MAX2750 from MAXIM), a 900MHz antenna (0920AT50A080 from Johanson Technology) 

and a 2.4GHz antenna (2450AT43A100 from Johanson Technology). A 5MHz crystal oscillator 

is used as a reference clock, and a single 3V coin-sized battery is used to supply power to the 

entire transmitter.  
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Fig. II.17. Schematic of the transmitter 
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The microcontroller generates a unique CDMA code for each transmitter and performs OOK 

by enabling the 900MHz and 2.4GHz VCOs with it. The enable signals for the VCOs are 

inverted to eliminate interference between the bands. 

The one-bit time duration of the CDMA code is 24μs. As shown in Fig. II.17, this duration is 

much longer than the 1μs turn-on time of the VCO and the 3μs response time of the RSSI IC in 

the receiver. The supply current of the entire transmitter is 12.8mA, which can be powered 

continuously from a single 3V battery for 48 hours 

II.4.1.2 Receiver 

Fig. II.18 shows the schematic of the receiver. It consists of a 900MHz antenna 

(0920AT50A080 from Johanson Technology), a 2.4GHz antenna (2450AT43A100 from 

Johanson Technology), two RSSI detectors (LT 5534 from Linear Technology), two ADCs 

(AD7276 from Analog Devices), an FPGA (Xilinx Spartan-3E), and 32MB of SDRAM.  
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Fig. II.18. Transient response 
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Each 900MHz and 2.4GHz signal is received through the antennas, and then RSSI detectors 

convert the received signal strengths to analog voltage outputs. The 12-bit ADCs convert these 

analog voltages to digital values at a programmable sampling rate. A 167kS/s sampling rate is 

chosen to ensure 4 sample points are recorded per CDMA bit. For a 31-bit CDMA code, this 

results in a sample rate of 167/31/4 = 1.3kS/s after averaging. The supply current of the whole 

receiver is 184mA, which can continuously operate with a rechargeable battery for 17.4 hours. 
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Fig. II.19. Schematic of the receiver 
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Fig. II.20. Photo of the transmitter and receiver 
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The receiver also has a power management chip, BQ24072 from Texas Instruments, so that it 

can charge the battery when it is connected to a USB cable. 

Fig. II.19 shows a photo of the transmitter and receiver. The size of the transmitter and 

receiver printed circuit boards are 45mm x 40mm and 48mm x 60mm, respectively. A wrist strap 

is tied to the transmitter to make it easy to wear. 

II.4.1.3 Support for Multiple Transmitters 

 To measure the correlation of multiple nodes on the body, each transmitter sends its unique 

Gold code. Gold codes are a set of binary sequences, where the cross-correlation of each 

sequence is bounded into three values. Gold codes are commonly used when implementing 

CDMA as they allow the receiver to easily identify the corresponding transmitter which sent the 

signal of interest [87].  

Since RSSI values are not linear but logarithmic, an interval is required in which the received 

 

Fig. II.21. Number of transmitters vs. non-overlapping bits 
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power from only one transmitter is observed by the receiver in a given band in order to extract 

the RSSI value from that transmitter alone. As the length of the Gold code increases, the 

probability of having a non-overlapping bit also increases; however, the symbol duration will 

increase such that the channel sampling rate decreases. Therefore, a trade-off exists between the 

length of the Gold code and the number of transmitters supported. Fig. II.20 shows the number 

of transmitters versus the average number of non-overlapping bits of each Gold code, 

considering random shifts between all received Gold codes. In this work, the system is designed 

for a maximum of four transmitters; therefore, a 31-bit code is chosen. 

II.4.2 Channel Measurements 

The purpose of the measurement campaign was to collect data across enough controlled 

scenarios that we could generalize the results and compute various modeling factors.  In addition 

we collected data correlation between bands and sensor locations.  We did this in 2 stages: 

controlled experiments followed by measurements conducted in a real-life scenario.  Each 

measurement was repeated three times for redundancy.  Different locations on the body were 

targeted for each experiment. 

II.4.2.1 Controlled Experiments 

Fig. II. 21 shows the hardware‘s ability to simultaneously measure 900MHz and 2.4GHz bands 

at multiple locations at the same time.  In this figure, path loss is shown between hip-to-wrist and 

hip-to-ankle in both RF bands, sampled at 1.3kS/s, for a period of 20 seconds. To calculate the 

path loss, including antenna gain, we subtracted the transmit power (-3dBm) from the RSSI 
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measurement.  Fig. II.22 highlights variations in the channel periodicity for differing activity 

levels as well as the hardware‘s noise floor which is around a path loss of -54dB.   

For different scenarios, the data that shows the most variability in the channel, as expected, 

comes from sensors on the body extremities that move the most, like the ankle or wrist.  

Somewhat unexpected is sensors on the body‘s core like the hip or chest also show a periodic 

response.  Even with a person standing still, faint periodicity can be observed. 

II.4.2.2 Observations 

Some notable observations from controlled experiments are outlined in the following 

paragraphs.  

 Hip-to-chest and hip-to-wrist communication produces periodic signals with more frequency 

content than chest-to-chest or chest-to-write, which is due to the motion of the hip sensor.  Hip to 

chest communication appears as a noisy sinusoid.  When a person walks the hip will swing 
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Fig. II.22. Data showing correlating band and location measurements 
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between LOS and NLOS with the chest sensor, which creates the sinusoidal response and the 

frequency content appears due to the forward and backward motion between the hip and chest as 

the person lifts and lowers their leg.  The movement of the hip and the swing of the wrist both 

contribute to the extra frequency content in that scenario. 

The channel between the hip and ankle looks similar to a square wave when walking and the 

increased frequency when running makes it appear more sinusoidal.  The channel between both 

wrists is poor due to the nearly constant NLOS condition, therefore relying mostly on multipath 

for communication.  When running, if the user is leaning forward, small windows where the 

wrists pass by each other, yet are still in front of the body and therefore LOS, will produce pulse 

shapes in the path loss.  Channel Measurement statistics are summarized in Table IV. The 

superscript numbers represent which sets of data were taken simultaneously. The frequency 

column is the fundamental frequency of the oscillations observed in the path loss. μ and σ are the 

mean and standard deviation of the path loss calculated in dB. The two numbers in each cell 

represent 900MHz and 2.4GHz data, respectively. 
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Fig. II.23. Data showing activity variations 
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II.4.2.3 Scenario Experiment 

The second set of measurements in Fig. II.22 targeted a real life scenario where the user does 

not conduct strictly repetitive motions, therefore creating a non-uniform channel.  The scenario 

involved the test subject playing tennis outdoors which involves lots of fast, abrupt movements 

in an outdoor environment with the receiver on the left hip and transmitter on the left wrist.  

Since the channel is non-uniform, non-uniform windowing was also used to break the channel 

data into smaller segments that were analyzed for periodicity.  The time domain channel 

response and resulting Activity Factors (defined in II.4.3) plotted across time are shown in Fig. 

Table IV. Measured channel PL parameters  

900/2400MHz TX/RX Freq [Hz] μ [dBm] σ [dB]

Standing

Hip/Ankle1 0.13/0.13 49.60/44.30 0.28/0.30

Hip/Wrist1 0.28/0.17 50.34/48.74 0.90/0.99

Wrist/Wrist2 0.15/0.15 53.40/53.66 0.08/0.08

Wrist/Chest2 0.13/0.13 52.94/50.00 0.16/0.34

Chest/Hip3 0.13/0.17 47.64/47.46 0.56/0.62

Chest/Wrist3 0.15/0.15 52.75/50.70 0.20/0.93

Walking

Hip/Ankle1 0.99/0.99 50.24/47.55 1.13/1.85

Hip/Wrist1 0.96/0.96 43.92/43.78 3.22/5.25

Wrist/Wrist2 0.13/0.13 53.54/54.00 0.24/0.39

Wrist/Chest2 0.97/0.97 52.13/49.68 1.51/0.80

Chest/Hip3 0.68/0.92 47.24/45.92 1.20/1.43

Chest/Wrist3 0.93/0.93 50.84/49.79 2.54/3.96

Running

Hip/Ankle1 1.78/1.78 50.70/49.77 1.48/1.24

Hip/Wrist1 1.80/1.70 49.57/47.81 2.92/4.32

Wrist/Wrist2 1.60/1.80 53.47/53.61 0.25/0.81

Wrist/Chest2 1.76/1.74 51.37/46.45 2.28/4.33

Chest/Hip3 1.71/1.72 46.93/47.16 1.62/1.93

Chest/Wrist3 1.72/1.72 46.19/43.4 3.90/6.93
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II.23. The purpose of this experiment was to observe natural movement and the change in 

frequency and standard deviation across time.  It is possible that a person will remain stationary 

for a given period of time in a way that restricts communication between sensors.  However, the 

data shows that a person in motion will see periodic peaks and valleys in the channel response 

between sensors, therefore allowing communication in at least some periods of time. 

II.4.2.4 Correlation among Sensor Locations and Bands 

In addition to collecting data for the development of a model, we correlated the channel 

response of different sensor locations on the body as well as different frequency bands.  This 

information is useful in WBAN applications that may want to use knowledge of one channel to 

predict the quality of another channel to a different location on the body or in a different band for 

asymmetric wireless links [73]. 
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Fig. II.24. Channel waveform of a real-life scenario 
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Frequency correlation is calculated by taking the correlation coefficient between the 900MHz 

and 2.4GHz bands of the same experiment.  Results can be seen in Fig. II.24. Frequency 

correlation increases in relation to motion.  The correlation coefficient while standing is difficult 

to predict, with values being essentially random, ranging from 0.78 to -0.72.  Once the test 

subject starts moving, correlations increase significantly with gradual improvement between 

walking and running.  One conclusion we can draw from this is that while a person is stationary, 

and a good channel is observed in one frequency band, it is no guarantee that another frequency 

band will be good.  However, when the person is active, there is high probability that both bands 

will have good channels at the same time. 

The correlation among sensor locations that was the strongest involved sensors from the wrist 

and hip communicating with a sensor on the chest.  This scenario, shown in Fig. II.25, had a 

negative correlation coefficient of -0.73 and is a result of one sensor being placed on the upper 

half of the body (wrist) and lower half (hip).  While the test subject was moving, the wrist would 
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Fig. II.25. Correlation between bands 
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swing forward and into a LOS scenario with the sensor on the chest while the hip would be 

moving backwards and out of LOS communication.  This type of location correlation can be 

exploited for multi-hop routing, or if sensors are on the same side of the body and placed on 

opposing extremities so that one sensor is always in good communication while walking or 

running.  The communication location that had the least correlation was wrist to wrist. 

II.4.3 Periodic BAN Channel Model 

Our goal is to gain insight into the channel and develop simplified models that aid in the 

system level design of radios for WBANs.  This includes observing path loss in different 

scenarios as well as developing correlations between multiple sensors at different locations on 

the body and between different frequency bands.  The controlled experiments, shown in Table 

IV, are aimed to characterize the complex WBAN channel as simply as possible to allow for 

quick and effective design calculations. 
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Fig. II.26. Correlation between locations 
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The periodic behavior of the channel seen in the data is relatively sinusoidal and can be 

represented as such.  The proposed path loss of the periodic WBAN channel model with respect 

to time is: 

  ( )[  ]     ( )         (        )                                       (7)                              

where PL(d) is the path loss in dB calculated from one of the 802.15.6 [65] models (e.g. equation 

(1) or (2) in section 1.4), and the second term adds the modeled channel periodicity where σPL is 

the standard deviation, in dB, and fPL is the fundamental path loss repetition frequency. 

This model complements the WBAN equations that calculate path loss, by adding a periodic 

dimension to the equation which accounts for the periodicity we measured in the channel.   

Using measured statistics, equation (7) closely models the channel as seen in the top plot of Fig. 

II.25, which represents someone walking with a transmitter on their wrist and receiver on their 

chest.  Note the model drops below the hardware‘s noise floor. 

II.4.3.1 Impact of Activity and Location 

Numerous individual factors contribute to the path loss and periodicity of the channel 

including antenna placement and direction, multipath, and body shape.  To integrate all these 

factors would produce a complicated model that would not be practical for WBAN design.  To 

generalize the results of our channel modeling measurement campaign we will introduce two 

variables that will account for all the different factors in a simple and intuitive way.  Even though 

extremely simple by design, these factors are shown to predict the channel response with 

accuracy sufficient for WBAN design.  The two variables are Activity Factor (AF) and Location 

Factor (LF). 
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                (  )                                                        (8) 

Activity Factor is a qualitative number between 0 and 1 that is approximated by knowing 

what a person is doing.  If a person is completely still the Activity Factor is 0 and a full sprint is 

1.  Activity between these extremes is qualitatively assigned an intermediate number based on a 

best guess as to the relative level of activity.  For example, AF=0.25 is someone working at a 

computer, AF=0.5 is someone walking, and AF=0.75 is someone jogging.  The frequency 

component of the path loss in (7) is then calculated as:  

                                                                                                           (9) 

where fmax is the maximum capable frequency of the user‘s movement, which we assume is 2Hz 

which is a good general assumption.  Under normal circumstances, it is highly unlikely that an 

average person would exceed a fundamental repetition rate greater than 2Hz.  From (9) we back-

calculate the activity factor for our measured results, which are reported in Table V. 

σPL in (7) is dependent on Activity Factor as well as a Location Factor (LF).  LF is a 

Table V. Activity and location factors derived from data 

Action TX/RX
Activity
Factor

Location 
Factor

STANDING
Hip/Ankle

0.07
0.24

Hip/Wrist 0.70

WALKING
Wrist/Wrist

0.45
1.00

Wrist/Chest 0.60

RUNNING
Chest/Hip

0.85
0.24

Chest/Wrist 0.60
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qualitative measure of the relative motion between two sensors, normalized between 0 and 1.  An 

LF of 1 represents sensor locations that have a lot of movement relative to each other, e.g. wrist 

to wrist communication.  An LF of 0 represents sensor locations with little to no relative 

movement, e.g. two sensors on the chest.  Location factor between these extremes is qualitatively 

assigned an intermediate number, e.g. LF=0.25 for hip to ankle, LF=0.5 for chest to wrist, and 

LF=0.75 is hip to wrist.  σPL used in (7) is then calculated as: 

                                       (     )                                               (10) 

where kσ is a data fitting parameter.  Based on our controlled experiments, ranging from standing 

to running with sensors at various locations, kσ = 15 results in the best overall fit. 

The bottom plot of Fig. II.26 shows the periodic model compared to the same walking data as 

the top of the plot, but this time using AF and LF.  Using an AF and LF of 0.45 and 0.6 
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Fig. II.27. Model validation 
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respectively, show a close match, which is also close to our estimates of an AF of 0.5 for 

walking and an LF of 0.5 for chest to wrist communication. 

II.4.4 Impact on Radio Design 

If we assumed that the transmitted power and antenna gain are 0dBm and 0dB, respectively, 

then we can claim that the sensitivity of the receiver is equivalent to the measured path loss.  

Using our developed channel model we can determine the tradeoff between communication time 

and receiver power using representative receivers from literature: a low power receiver [53] and 

a wake up receiver [45].  We will also include a commercial Bluetooth low energy radio [64] for 

comparison. 

II.4.4.1 Power Savings 

Using the same channel data plotted in Fig. II.27 with computed AF, LF and PL(d) values of 

0.45, 0.6, and -52dB respectively, we can compare the performance of the two low power radios.  

A radio [53] with a power of 2.1mW and a sensitivity of -100dBm would be the primary receiver 

in the WBAN and always remain active.  At 100% operation the total power would be 2.1mW 

and it can communicate 100% of the time.  Using the wake-up receiver [45] with a sensitivity of 

-56dBm, one can turn off the main receiver to save energy while leaving the wake up receiver 

always listening for packets, or even utilize the wake up receiver for low speed communication.  

By applying variables determined from our channel model we calculate the percentage of time 

the wake up receiver can communicate as: 

    
  ⁄         ((      ( ))     ⁄ )

 
                                   (  ) 
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where SRX is the sensitivity of the receiver and σPL is calculated from equation (9) and (10), 

respectively.  Using equation (11), we determine the wake up receiver will communicate 64% 

of the time at a power consumption of 65μW.  Utilizing channel periodicity by reducing the 

receiver sensitivity results in a 32X power savings over the standard low power radio while 

being able to communicate in 64% of the channel compared to 100%.  Comparing against the 

commercial Bluetooth radio, with a power of 58.6mW and a sensitivity of -87dBm, th is results 

in a 900X power savings. 

II.4.4.2 Communication Performance   

Assuming a MAC that reacts to the periodicity of the channel and knowing the percentage of 

time one can communicate, the time interval spent in the good channel region can be calculated.  

Continuing with our example; given 64% communication time and a frequency of 0.9Hz, we can 
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estimate the channel to be good for 711ms at a time.  Knowing the wake up receiver has a data 

rate of 100kbps; one can transmit roughly 71kbits of information during these periods of good 

channel communication as seen in Fig. II.27. 

II.5 Summary 

UWB transmitters are introduced in section II.2. Section II.2.1 presents an UWB transmitter 

with SRD and section II.2.2 presents an UWB transmitter with a custom IC.  

Section II.3 presented a portable WBAN channel estimator using an impulse response, with 

specifications summarized in Table III. The transmitter sends BPSK modulated pulses and the 

receiver records the averaged channel response. Experimental results of the channel response in 

an elevator scenario highlight the capabilities of this hardware. While the channel in this scenario 

appears to be highly dynamic, it also shows the periodicity and stable statistics of the channel. 

Ultimately, WBAN systems should exploit these properties to build better channel predictions 

and lower power radios. 

In section II.4, we proposed a simplified channel model to complement the current WBAN 

path loss models by exploiting channel periodicity in a WBAN with dual band RSSI recorder.  

We introduced custom hardware used to collect the data needed for this analysis and the 

measurement campaign designed to develop the model.  We introduced Activity and Location 

factors to allow computation of the model‘s parameters.  We demonstrated this model by fitting 

it to data collected during the measurement campaign.  Finally, by making informed decisions 

regarding these tradeoffs we were able to show a power efficient design improvement example. 
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Chapter III.                                                                                         

Theoretical Analysis of a -32dBm Sensitivity RF Power Harvester 

Operating in Subthreshold 

III.1 Introduction 

The goal of this chapter is to design a power harvester maximizing the sensitivity. In order for 

the rectifier to work with very low input power, all transistors of the rectifier should operate in 

the subthreshold region. In subthreshold, the calculation of output voltage of the rectifier is 

different from that in the saturation region; therefore, new equations using subthreshold 

transistors are derived as a contribution of this thesis. A voltage boosting circuit is implemented 

off-chip to further increase the sensitivity. An impedance matching network is the best for 

voltage boosting, if there is no power loss except from the rectifier [26]-[30]. This work provides 

a method of implementing this matching network while taking into account lossy components.  

III.2 Sub-threshold CMOS rectifier 

Fig. III.1 shows a schematic of the Dickson multiplier with diode-connected transistors [94]. 

The output voltage of the   stage CMOS rectifier,     , when the load current is zero, is: 

        (        )                                                      (12) 

where    is the input voltage amplitude of the CMOS rectifier and       is the voltage drop 

across the diode-connected FETs. An accurate equation for       is presented in [23] when all 
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Fig. III.1. Schematic of N stage CMOS rectifier 

transistors operate in the saturation region. In this work,      and       are calculated provided 

that all transistors operate in the subthreshold region.  

Let us consider the one stage rectifier in Fig. III.2.(a).        is the input voltage of the rectifier, 

     is the source voltage of FET1, and        is the current through FET1. The drain current of 

FET1,      , in subthreshold is [88]: 

          
       

   (   
 
   
  )                                               (13) 

where    is the zero-bias current for the given device,     is the gate-source voltage,     is the 

drain-source voltage,     is the threshold voltage,   is the subthreshold slope, and    is the 

thermal voltage ≈ 26mV. 

As it can be seen in Fig. III.2.(b), the direction of      changes during phase I and II as      

becomes positive or negative. That means the drain and source of FET1 are exchanged during 
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Fig. III.2. One stage rectifier (a) schematic (b) voltage and current of FET1 (c) voltage and 

current of FET2 

phase I and II. In phase I when      is positive,     of FET1 is zero, and     equals     . In 

phase II when     is negative,      and     equal      . Therefore,       in phase I and II is: 

                  
    
   (   

 
    
  )                  in  phase I      (14) 

                   
         

   (   
    
  )                 in phase II     (15) 

In steady-state, the average charge through FET1 for one cycle should be zero, since we 

assume that load current is zero.  
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where   is the period of the input voltage, and t1 is the duration of phase I. 

 Applying equations (14) and (15) to equation (16) results in 
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If we assume that n = 1, 
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If      can be expressed as      (  )         ,  

∫  
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                                                (  ) 

As we know ∫  
 
     (  )

    
 

 
     (

  
  
⁄ ) where    is the zero-th order modified Bessel 

function of the first kind,         can be derived as, 

               (  (
  

  
⁄ ))                                                (21) 

The same procedure can be used for FET 2 in Fig. III.2.(c) to calculate the output voltage of a 

one stage rectifier,      . In phase III when      is higher than      ,     of FET2 is      

     , and     is           . In phase IV when      is lower than      ,     is  , and     is 

          . Therefore,       in phase III and IV are: 

                    
              

   (   
 
          

  )    in  phase III      (22) 
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  )                     in  phase IV      (23) 

In steady-state, the average charge through FET2 for one cycle should be zero.  
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If equation (22) and (23) are applied to equation (24),  
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If we assume that n = 1, 
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If      =      (  )          is applied,  
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The output voltage of an N-stage rectifier can be deduced from output of the one stage rectifier.  
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Fig. III.3. One stage cross-coupled rectifier (a) schematic (b) voltage and current of FET1 

(c) voltage and current of FET2 

where    is the zero-th order modified Bessel function of the first kind 

This equation (30) has a similar form including the modified Bessel function when diodes are 

used instead of FETs [26]. According to equation (30), transistor size and threshold voltage have 

no effect on     . The size and threshold voltage only effect the charging time and the 

equivalent input resistance of the rectifier.  

A cross-coupled rectifier is another architecture of a rectifier that sometimes shows better 

power conversion efficiency that a single-ended rectifier [27]. In this paper, the output voltage of 

a cross-coupled rectifier in the subthreshold region is compared with the output voltage of a 

single-ended rectifier. Let us assume a cross-coupled rectifier is applied with differential input, 

        , and the gates of FET1 and FET2 are connected to the opposite input,          with 

some DC levels       , and        in Fig. III.3.(a). The same procedure used to analyze the 

single-ended rectifier can be used to calculate the output voltage of a cross coupled rectifier.  
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By calculating the charge during phase III and IV in Fig. III.3.(c), the output voltage of the 

cross-coupled rectifier can be derived. 
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If      (    )    (  )        , and      (   )⁄    (  )             are applied,  

∫  
        (  )

      
 
     
  

 

 

 ∫  
      (  )

      
 
          

  

 

 

                   (  ) 

                            (  (
  

  
⁄ )   (

  
   
⁄ )⁄ ) 

       (  (
  

  
⁄ )   (

  
   
⁄ )⁄ )                                           (43) 

The output voltage of an N-stage cross-coupled rectifier can be derived as, 
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⁄ )⁄ )                               (  )                 

Comparing equations (30) and (44), equation (30) is always greater than equation (44), 

meaning the single-ended rectifier is always better than the cross-coupled rectifier in the 

subthreshold region. 

Power consumption of one stage of a single-ended rectifier is the sum of the powers consumed 

by FET1 and FET2. 
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Where    and    are the zero-th and first order modified Bessel function of the first kind. 
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If equation (46) and (47) are applied to equation (45), 
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The effective input resistance of the rectifier,       
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The input capacitance of the rectifier is the sum of the parasitic capacitance of the FETs, 

storage capacitors, input pad, and PCB. This depends on the transistor size, storage capacitor size, 

and the number of stages in the rectifier. 

III.3 Voltage boosting circuit 

Fig. III.4 shows a simplified schematic of the RF power harvester, where      is the antenna 

impedance. To increase the sensitivity of the system, a voltage boosting circuit between the 

antenna and the rectifier is proposed.  

In the ideal case that the voltage boosting circuit is lossless, an impedance matching network 

results in the highest sensitivity, since it can deliver the maximum voltage       and power to 

the rectifier. For the ideal lossless matching network,  
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Fig. III.4. Antenna, voltage boosting circuit and rectifier 

In realistic environments, the matching network is not lossless and limited by finite Q of e.g. 

inductors. Furthermore, if the input resistance of the rectifier is much larger than     , which is 

typically the case, then it becomes more difficult to implement the matching network with low-Q 

components. According to the Bode-Fano limit [30], [89], the bandwidth of the ideal matching 

network is limited by 

     
 

               (| |)
                                          (  ) 

where   is the reflection coefficient of the matching network. For a reasonable value of       

with           and          , BW is less than 500kHz, which is also difficult to 

implement with low-Q devices. 

Fig. III.5 shows the proposed voltage boosting circuit with a parallel inductor, where     is the 

parasitic resistance of the inductor due to finite Q. To minimize the loss in the voltage boosting 

circuit, only one inductor is used. The equation of       in the lossy matching network is still 
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Fig. III.5. Voltage boosting circuit with parallel L 

 

Fig. 7. Voltage boosting circuit with parallel L. 
given by (50) if       is replaced with          . In this work, high-Q air core inductors 

from Coilcraft Inc. are used to increase    . 

      √
         

    
 
   
 
                                                      (  ) 

III.4 Experimental results 

The custom IC is fabricated in an IBM 130nm CMOS process. Fig. III.6 shows the die photo 

of the fabricated chip. The total size is 1mm x 1mm, including all rectifier implementations. 

CMOS rectifiers with several types of transistors and different numbers of stages are 

implemented. Table VI summarizes the measurement results of ZVT (zero threshold voltage 

transistor), ZVTDG (zero threshold voltage transistor with thick oxide), LVT (low threshold 

voltage transistor), NFET (normal threshold voltage transistor) and NFET33 (3.3V I/O transistor 

with thick oxide) rectifiers with different numbers of stages. The input impedance at -25dBm 
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Fig. III.6. Die micrograph 

input power, sensitivity for 1V     , and charging time (10% to 90%     ) when the input is at 

the sensitivity level for a 1nF load capacitor are provided with and without a matching network. 

The impedance of each rectifier is measured with an Agilent N5230A network analyzer at 

915MHz.       and       are calculated based on the measured impedance value taking into 

account a 1.6nH inductance from the bondwire and PCB. The 70-stage LVT rectifier has the 

lowest      , and the 10-stage NFET33 rectifier has the highest      , which is expected given 

that higher power loss in the rectifier results in lower input resistance.       is similar for all 

types of transistors, but increases as the number of stages increases.   
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Table VI. Measurement results for each CMOS rectifier 

 
ZVT 

10stage 

ZVTDG 

10stage 

LVT 

10stage 

NFET 

10stage 

NFET33 

10stage 

LVT 

30stage 

LVT 

50stage 

LVT 

70stage 

without 

Voltage 

Boosting 

Circuit 

Impedance 2.2-j39 1-j43 0.8-j31 0.8-j36 0.7-j50 1.2-j34 1.2-j24 1.3-j13 

RRECT(kΩ) 1.06 2.73 2.02 2.55 5.01 1.56 0.92 0.38 

CRECT(pF) 3.60 3.33 4.33 3.85 2.94 4.02 5.23 7.81 

1V VOUT 

Sensitivity 

-14.0 

dBm 

-14.5 

dBm 

-13.6 

dBm 

-13.9 

dBm 

-13.2 

dBm 

-19.7 

dBm 

-21.5 

dBm 

-22.3 

dBm 

Charging 

Time (1nF) 
0.6ms 7.5ms 42ms 32s 285s 98ms 159ms 242ms 

with 

Voltage 

Boosting 

Circuit 

Impedance 21-j42 37+j10 19.6-j44 58-j27 110-j0.3 51-j6.5 40-j3 76-j2 

1V VOUT 

Sensitivity 

-22.1 

dBm 

-27.1 

dBm 

-22.9 

dBm 

-22.6 

dBm 

-25.6 

dBm 

-31.7 

dBm 

-32.1 

dBm 

-31.8 

dBm 

Charging 

Time (1nF) 
2.2ms 1.4ms 4.8s 99s 370s 5.6ms 155ms 109ms 

 

-26dBm

Transient Response of Vout

input power:

-28dBm

-30dBm

-32dBm

-34dBm

0 10 20 30 40 50
0

0.5

1

1.5

2

2.5

3

Time(ms)

V
o

u
t(

V
)

 

 

-36dBm
-38dBm

-40dBm

 

Fig. III.7. Transient response of 30-stage LVT rectifier 

 The sensitivity of a 10-stage rectifier without a matching network is around -14dBm, 

independent of the transistor type, which matches well with equation (30). Sensitivity increases 
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Fig. III.8. Equation (30) vs. measurement of 10-stage ZVT rectifier 

 as the number of stages increases.  The sensitivity with a matching network is a function of both 

the number of stages and the transistor type, because the amount of voltage boosting from the 

matching network depends on the input impedance of the rectifier, and the low accuracy of the 

off-chip matching networks at 915MHz. The highest sensitivity of -32.1dBm is achieved with 50 

stages, using LVT transistors and a matching network. 

The charging time without voltage boosting increases with increasing     and number of 

stages due to the small      and large capacitance. Charging time also increases with the size of 

the final storage capacitor (1nF in our measurements). Fig. III.7 shows the transient response of 

the 30-stage LVT rectifier with off-chip matching network, as the input power is varied. 

Charging time increases as the input power increases because      increases faster than     .  
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Fig. III.9. Equation (30) vs. measurement of 10-stage LVT rectifier 
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Fig. III.10. Equation (30) vs. measurement of 10-stage NFET rectifier 
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Fig. III.12. Equation (30) vs. measurement of 50-stage LVT rectifier 
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Fig. III.11. Equation (30) vs. measurement of 30-stage LVT rectifier 
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Fig. III.13. Equation (30) vs. measurement of 70-stage LVT rectifier 

When voltage boosting is added, the charging time varies greatly due to the interaction between 

the matching network and the input impedance of the rectifier. 

Fig. III.8-13 show the measured      and      from equation (30) of the 10-stage ZVT, 10-

stage LVT, 10-stage NFET, 30-stage LVT, 50-stage LVT, 70-stage LVT rectifier. In this 

equation, voltage amplitude of the rectifier,    is a result of voltage divider of antenna voltage, 

     with the rectifier impedance,       and 50Ω antenna impedance,     .  

         (             ) (          )⁄  

      is the measured result from table II, and the bondwire inductance,       is assumed as 

1.6nH. These measurement results match with equation (30), however these results are sensitive 

to the value of bondwire inductance as shown in the figures.  



 

    

67 

 

-40 -38 -36 -34 -32 -30 -28 -26
0

0.5

1

1.5

2

2.5

3

Input Power(dBm)

V
o

u
t(

V
)

 

 

Equation (53)
Measured

Input power vs Vout (30stage LVT)

 

Fig. III.14. Equation (53) vs. measurement of 30-stage LVT rectifier 

Fig. III.14 shows      of the 30-stage LVT rectifier with a matching network predicted from 

equation (53) and measurements where             from Table VI,         , and 

         from the Coilcraft Inc. datasheet. There is a slight discrepancy when      is large, 

likely because the transistors are no longer in the subthreshold region. 

III.5 Design strategy 

The final equation for      including the matching network is:  
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For maximum sensitivity, large  , large       and small       are preferred, since     is 

inversely proportional to       (          , and    is inversely proportional to      ). 

However,     sets an upper limit on     , beyond which increasing       or reducing       is 

not helpful. 

There are four design variables to consider for the CMOS rectifier. These are the number of 

stages, transistor type, transistor size and storage capacitor size. These affect     ,      ,      , 

and the charging time. More stages decreases      , and increases       linearly. The number 

of stages also linearly increases     . Therefore, there is an optimum   depending on the limit 

of    . Increasing transistor size decreases      , and increases       with linear slopes. Higher 

    of the transistor increases       exponentially, but has no effect on      . Therefore, if the 

charging time is not important, smaller transistor size and higher     are preferred. The size of 

the load capacitor increases       linearly but has no effect on       so that a smaller 

capacitance is preferred.  However, it should be relatively large compared to parasitic 

capacitance. 
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Chapter IV.                                                                                         

A 116nW Multi-band CDMA based Wake-Up Receiver with 

Automatic Interference Rejection in 0.13µm CMOS 

IV.1 Introduction 

Wireless sensors spend most of the time in an ultra-low-power sleep state with their radios off 

to conserve energy. This presents a problem for remotely waking up and synchronizing to these 

nodes. Wake-up radios (WRX) are a viable solution [40][41][42][61][95], but only if their active 

power is below the sleep power of the node, otherwise the WRX power dominates and dictates 

the lifetime of the node. With digital sleep power being reported in the nW range, this presents a 

significant challenge to WRX design. A simple method for reducing the power of a WRX is to 

reduce sensitivity, which is tolerable for short-range communication and when the primary goal 

is a lifetime of multiple years [95]. For example, with a receiver sensitivity of -40dBm, 6m 

communication at 400MHz is possible with only 0dBm transmit power. This is suitable for a 

broad range of medical and internet of things applications.   

Most published WRXs use energy detection architectures to keep power low; however, any 

signal at the proper frequency can trigger a false wake-up of these radios, and false wake-ups 

result in significant amounts of wasted energy on the node. In order to prevent this, a WRX must 

have enough local processing to differentiate a wake-up event from interference without use of 

the node‘s main processor. This chapter presents a 116nW WRX complete with crystal reference, 
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interference compensation, and all the necessary baseband processing, such that a selectable 31-

bit code is required to toggle a wake-up signal. The front-end operates over a broad frequency 

range, tuned by an off-chip band-select filter and matching network, and is demonstrated in the 

403MHz MICS band, and the 915MHz and 2.4GHz ISM bands. Additionally, the baseband 

processor implements automatic threshold feedback to detect the presence of interferers and 

dynamically change the receiver‘s sensitivity, mitigating the jamming problem inherent to 

previous energy-detection WRXs. 

IV.2 System Architecture 

Fig. IV.1 shows a block diagram of the WRX. An OOK modulated RF signal passes through 

a passive input matching network that filters and boosts the signal before going on-chip. A 30-

stage rectifier down-converts the RF signal to baseband, which is then sensed by the dynamic 

comparator clocked at 4X the chip-rate. The offset voltage of the comparator is controlled by the 

ATC (Automatic Threshold Controller) which compensates for interferers. A bank of 4 parallel, 

Rectifier Correlator

ATC

clk clk

clk

clk

On-chip

RF Input

Rectifier In

Rectifier Out Comparator Out

Wake-Up

Voffset

1.2V

1.2V

0.5V

0.5V

 

Fig. IV.1. CDMA WRX system architecture 
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bit-shifted 31-bit correlators continuously compare the received chip sequence with a 

programmable wake-up code, and toggles the wake-up signal only when a correlation result 

exceeds a programmable correlator threshold. The reference clock for the receiver is generated 

using an off-chip 50kHz crystal with an integrated oscillator. The oscillator and comparator 

operate from a 1.2V supply while all the digital logic operates in subthreshold at 0.5V. Because 

of the broadband design in the front end rectifier, the WRX can operate from the 400MHz to 

2.4GHz bands, and can be tuned using a band-select filter and matching network off-chip. Sleep 

power was carefully designed using thick-oxide header devices on all the circuits.  

IV.2.1 Circuit Description 

In this section, the major circuit blocks of the WRX are explained in detail. All circuits use a 

thick-oxide PMOS header to improve sleep power. 

IV.2.1.1 Off-chip matching network 

For the WRX, a 2 element off-chip matching network was used and provided a passive 5dB 

voltage boost. The input impedance of the chip was measured on a network analyzer to be 23-j35 

Ω at 400MHz so a 12pF series capacitor and a 15.7nH shunt inductor were used. Devices like 

BAW or FBAR resonators can also be used to tune to the desired frequency of operation.  

IV.2.1.2 RF rectifier 
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Because the sensitivity has been reduced, an LNA is not necessary to amplify the received 

signal. Instead a zero-power RF rectifier replaces the LNA, saving significant power and 

allowing communication in the nanowatt range. As seen in Fig. IV.2, the rectifier‘s structure is 

the same as the Dickson Multiplier [94], but the output voltage calculation is different because 

all transistors operate in subthreshold due to the small RF input same as in chapter III [96].  

This subthreshold rectifier uses zero-threshold transistors and 30 stages to achieve sufficient 

RF gain with a fast charging time. The input impedance of the chip is 23-j35 Ω at 400MHz, 12-

j13 Ω at 900MHz and 88-j5.8 Ω at 2.4GHz. The Q factor of the input impedance is low, due to a 

voltage limiter that prevents the rectified voltage from exceeding the breakdown voltage of the 

FETs, so a broadband matching network could be implemented.    

IV.2.1.3 Comparator with ATC 

The clocked comparator, shown in Fig. IV.3, applies regenerative feedback clocked by the 

50kHz oscillator. Two separate current biases are each controlled by 4-bit binary-weighted 

current DACs. In addition, the comparator threshold can be programmed to a 4-bit binary-

weighted value to tune the sensitivity of the receiver. The threshold of the comparator is 

controlled in a feedback look by the ATC which dynamically changes the comparator‘s offset 

30 stages

ZVT

ZVT

ZVT

ZVT

ZVT

ZVT

Rect In
Rect Out

 

Fig. IV.2. RF rectifier used as the front end of the WRX 
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voltage to overcome interference signals. A diagram showing operation of the ATC can be seen 

in Fig. IV.4. As RF input signal comes in, the RF rectifier outputs the signal for the comparator. 

The comparator compares this signal with its threshold. The ATC monitors the samples coming 

from the comparator output for one 31-bit code period. If the number of 1‘s is greater than a user 

defined value1 (indicating the comparator threshold is continuously exceeded by an interferer), 

then the ATC will increase the comparator threshold to bring the sensitivity of the receiver above 

that of the interfering signal. When the number of 0‘s at the output of the comparator reaches a 

separate, user defined value2 (indicating the interferer is gone and the comparator threshold is 

[3:0]

clk

clk

[3:0]

Rect Out

1's > TH1

1's < TH2

counter

sleep

1.2V

0.5V

Offset[3:0]

+ -

ATC

reset @ 31bit code

 

Fig. IV.3. Dynamic comparator with ATC 
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never exceeded), the ATC then reduces the threshold to increase the sensitivity of the receiver. 

Hysteresis is added between these values to eliminate limit-cycles.    

IV.2.1.4 Correlators 

A bank of four correlators continuously correlates the 4x-oversampled comparator bit-stream 

with a programmable, 31-bit CDMA code. This synchronizes to the transmitted code and only 

issues a wake-up output when the desired code is received. The digital baseband processor was 

synthesized in subthreshold in order to save power. Eight different Gold codes can be selected 

using control bits in a scan chain.  This will allow for a single transmitter to uniquely wake up 8 

possible WRXs. Gold codes are a set of binary sequences whose cross-correlation among the set 

is bounded into three values [87]. Gold codes are commonly used when implementing CDMA 

and they are easily implemented with 2 LFSRs (Linear Feedback Shift Register) and an XOR 

gate. In this work, 31-bit Gold codes with 3 configuration bits are implemented.  
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Fig. IV.4. Signal diagram of ATC 
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The correlator compares the last two samples in each bit slice. Therefore, each 31-bit code 

results in a total of 62 comparisons.  A programmable correlator threshold allows the user to 

define a value between 1 and 61 that must be exceeded in order to declare a code received 

indicating a valid wake-up event. A lower threshold value would mean fewer bits have to match 

the code, tolerating a higher BER and resulting in better sensitivity, but leads to more false wake-

ups. A higher threshold would prevent false wake-ups, but also reduce the sensitivity of the 

receiver.  

Fig. IV.5 shows a basic block diagram of the correlator. To synchronize the receiver to the 

transmitted code, 4 correlators operate at the same time and each correlator receives shifted 

samples of each bit slice since the receiver is 4x-oversampled. In each correlator, all possbile 

shifts of the 31bit Gold code are simultaneously correlated with the incoming bit stream, so that 

after a single 31bit sequence, the receiver is guaranteed to synchronize to the wake-up signal.  

Each parallel correlator will have a different number of correct comparisons based on the code 

shifts and phase difference between the WRX and the transmitter. If any of the 4 correlators 

counter

code[30]

code[0]

S2P

max>Th
N

 

Fig. IV.5. Block diagram of correlators 
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results are greater than the correlator threshold, the wake-up signal will be asserted. An example 

showing how the correlator handles a single chip slice is shown in Fig. IV.6. This example 

shows what happens if the WRX receives a ‗1‘ as the last chip in the sequence. The OOK signal 

is gradually rectified during the chip window. The comparator, being 4X sampled by the crystal 

oscillator, captures 4 instances of each chip, with the last two being correct because those 

samples are taken after the RF rectifier has had the most time to rectify the signal. In this 

example, Correlator 1 receives the correct code.  Since the comparator sampling is not 

code[30]

1 2 3 4 1 2 3 480μsec
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Fig. IV.6. Correlator signaling 

 



 

    

77 

 

synchronized with the transmitter, the 4 different correlators span any possible shift between the 

two.  

IV.2.1.5 Crystal oscillator 

A 50kHz crystal oscillator serves as the reference clock of the radio [97]. As seen in Fig. IV. 

7, an off-chip crystal is used, and the oscillator‘s primary amplifier is an inverter with resistive 

feedback.  Fig. IV.7 also shows the intrinsic values of the 50kHz crystal. Using these values the 

critical gm can be calculated using Equation (54), which is the transconductance of the amplifier 

that must be produced to achieve sustained oscillations. C and C0 represent the motional and 

shunt capacitance of the crystal, ω and Q are the resonant frequency and Q factor of the crystal, 

and C1 and C2 are the load capacitance in the circuit. If the primary amplifier is biased in the near 

threshold region where the gm/iD ratio is around 10, then the current consumption to reach this 

critical gm value is around 20nA. 
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Fig. IV.7. Block diagram of 50kHz crystal oscillator 
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Initially, the transconductance of the primary amplifier is much greater than the critical gm of 

the crystal, which is needed to quickly increase the oscillation amplitude. However, as the 

oscillation amplitude increases, the DC level of the oscillation also drops and this common-mode 

signal is used in feedback to starve the primary amplifier until it settles with sustained 

oscillations. Measured results show the total power consumption is 30nW when sustaining 

oscillations using a 1.2V supply. The oscillation is then buffered to provide the reference clock 

for the WRX. Measured results show the oscillator has an RMS jitter of 6ns. 

Fig. IV.8 shows the transient of the start-up time for the oscillator. The top of the figure 

shows the current consumption during start-up and shows that the current consumption peaks 
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Fig. IV.8.  Transient start-up time of crystal oscillator 
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around 95nA before dropping as oscillations begin to increase. The current consumption finally 

settles to 25nA after a second has passed. While this start-up time is relatively long, the WRX 

can be left on continuously in a typical sensor node due to its ultra-low power consumption. 

IV.2.1.6 Sleep power 

Sleep power in the WRX was carefully considered during the design process to support a 

duty cycled wake-up strategy. To improve sleep mode energy, thick oxide power gating devices 

were used throughout the design. Wake up time is dominated by the slow start-up time of the 

crystal oscillator, which takes about 1.1 seconds to oscillate. Putting the WRX into a full sleep 

mode, where every circuit is power-gated, results in a sleep power of 18pW. Clock gating the 
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Fig. IV.9.  Die micrograph 
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crystal oscillator, and putting all the circuits except the crystal oscillator into sleep mode, results 

in a sleep power of 30nW. 

IV.3 Measurement Results 

The WRX was fabricated in IBM‘s 130nm CMOS process and has an active area of 0.35mm
2
 

without pads. It uses 2 separate voltage supplies; a 1.2V supply for the crystal oscillator and 

demodulating comparator and a 0.5V supply for all baseband processing. A die micrograph can 

be seen in Fig. IV.9.   

Transient operation of the WRX receiving a 31-bit code is shown in Fig. IV.10. Because of 

the bit-shifted parallel correlators, the WRX is able to automatically synchronize to the incoming 

bit stream upon receiving the first wake-up code. The top two traces show the RF input signal 
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Fig. IV.10.  Transient response of WRF 
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and the RF rectifier converting the signal to baseband. The third trace shows the output of the 

comparator being clocked at 4X the data-rate by the oscillator and the final trace is the wake-up 

signal being toggled by the correlator. The WRX is capable of CDMA by selecting different 

codes used by the correlator block. If an interfering signal is strong enough to exceed the 

comparator threshold, then the ATC increases the comparator‘s threshold until it is above the 

interfering signal. A transient of this operation can be seen in Fig. IV.11. The top signal is the 

received RF signal, which is jammed by a 2.4GHz tone at 8ms. With the interferer present, the 

receiver cannot initially demodulate the code. After 15ms, the ATC has raised the threshold of 

the comparator above that of the interferer, and the WRX regains synchronization. 

The WRX has an active power of 116nW with a sleep power of 18pW. It has a raw OOK 

chip-rate of 12.5kbps and a symbol rate of 50kbps and sensitivities of -45.5dBm, -43.4dBm, and 
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Fig. IV.11. Transient response in presence of interferer 
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-43.2dBm at 403MHz, 915MHz, and 2.4GHz, respectively. The top of Fig. IV.12 shows the chip 

error rate (BER) curves for the 403MHz, 915MHz, and 2.4GHz bands. The bottom of Fig. IV.12 

shows the BER as the correlator threshold is varied. The measurements were taken using a -

40dBm received signal in the 2.4GHz band. The figure also shows the impact this threshold has 

on false wake-ups. From these two data sets, the correlator threshold can be set to maximize 

sensitivity while minimizing the possibility of a false wake-up.  

To demonstrate the ability of the WRX to be selective in its wake-up code, therefore 

allowing different codes to wake up different WRXs, Fig. IV.13 shows an experimental setup 

where the input signal was connected to two different WRXs, each with a different wake-up code 

programmed. The top of Fig. IV.13 shows that code 1 and code 2 were transmitted back to back 
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Fig. IV.12. BER vs. received signal strength and correlator threshold 
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and the resulting output from the WRXs correctly toggles when the proper code is sent, but 

ignores the incorrect code. 

Table VII shows a power breakdown on the WRX on the left.  Digital logic consisting of the 

4 parallel correlators and a clock divider all synthesized in subthreshold consumes the bulk of the 

116nW power. Second is the crystal oscillator consuming 38.4nW. The demodulating 

comparator consumes 8.4nW and the RF rectifier front end consumes no power, for a total of 

116.3nW.   
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Fig. IV.13. WRXs measurement setup and result 
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Table VII. Power breakdown and receiver specs 

Power Breakdown [nW] Receiver Specs 

RF Rectifier 0 Energy/bit 9.28pJ 

Comparator 8.4 Energy/wakeup 287.7pJ 

Digital Logic 69.5 Max signal level -15dBm 

Crystal Oscillator 38.4 Max interferer level -20dBm 

TOTAL 116.3 Code length 31 

Sleep [pW] 20 # of pre-defined codes 8 

 

Table VIII. Comparison with other state of the art work 

 This Work [42] [61] [95] 

Power [μW] 0.116 52 45 0.098 

Sleep [pW] 20 N/A N/A 11 

Frequency [MHz] 403 915 2400 2000 5800 915 

Data-rate [kbps] 12.5/31 100 14 100 

Sensitivity [dBm] -45 -43 -41 -72 -45 -41 

SIR [dB] 3.3 1.7 1.7 N/A N/A N/A 

Die Area [mm
2
] 0.35 0.1 N/A 0.03 

VDD [V] 1.2|0.5 0.5 3.0 ~ 3.6 1.2 

Process [nm] 130 90 130 130 
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The right side of Table VII shows the receiver‘s specs. It requires 9.28pJ/bit and with a 31-bit 

wake up code, the total energy to wake up the node would be 287.7pJ. The maximum signal 

level tolerable is -15dBm and the maximum interferer level is -20dBm. Table VIII shows a 

comparison versus the state of the art WRXs previously mentioned. It is apparent the design 

tradeoffs that are made to both reduce power and interference. In [42] the sensitivity is nearly 

30dB better than this work, but the power is nearly 30dB greater. [61] blocks out-of-band 

interferers, but not in-band interferers and also has higher power. [95] uses the same sensitivity 

reduction technique to lower power, but does not have any way to compensate interferers. 
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Fig. V.1. RF communication channel in WBAN 

 

Chapter V.                                                                                  

Conclusion 

V.1 Summary 

WBANs have enormous potential in health monitoring systems as it eliminates the 

inconvenience of having wires around the patient‘s body. Low power consumption is crucial for 

such applications due to the limited capacity of portable batteries. The power consumption of 

wireless communication is especially important since it typically consumes the majority of the 

energy in such systems. The goal of this research is to design a single chip solution for a low 

power reactive transceiver in WBAN. 
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Fig. V.2. survey of low power radio 

 

Fig. V.1 shows the RF communication channel in a WBAN measured with our custom 

hardware at 900MHz with 0dBm transmit power. As it can be seen in this figure, the received 

signal strength of the receiver is higher than -40dBm during 30% of period. Therefore, in 

applications that can tolerate intermittent communication, such as a human body physiological 

monitoring, a receiver with -40dBm sensitivity can communicate with very low power 

consumption.  

Fig. V.2 shows a survey of low power radios from 2006-2012 [40]-[63]. In this thesis, a 

wake-up receiver with -45dBm sensitivity and 116nW power consumption was presented, which 

lies well under the reported prior work and is suitable for communication in the measured 

WBAN channels. A power harvester was also presented targeting maximum sensitivity rather 

than maximum efficiency, and achieving a similar sensitivity range.  
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Fig. V.3. System architecture of a single chip solution 

 

V.2 Future work 

The future work is to design a single chip solution for a low power reactive transceiver in 

WBAN. This chip has 2 receivers, a 100nW wake-up receiver and a 100µW communication 

receiver with high channel selectivity and 1 UWB transmitter as shown in Fig. V.3. 
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The wake-up receiver is always on and checks the received data, waiting for a 15bit unique 

wake-up code. Since it is on all the time, the power consumption of the wake-up radio should be 

as low as possible. When the unique wake-up code is received, the wake-up receiver wakes up 

the rest of the chip and the communication receiver starts to operate with higher sensitivity and 

higher channel selectivity. This duty cycle makes it possible to have ultra-low average power 

consumption for the whole chip.  

Our target application has an aggregator with high power capacity and several sensor nodes 

with low power capacity. In order to reduce the power consumption in sensor nodes, an 

asymmetric communication link, comprised of a UWB uplink and narrow band down link will 

be implemented for low power radio, since energy per bit of a UWB transmitter (0.18nJ/bit [74] 

and 12pJ/bit [75]) are usually much less than energy per bit of a narrow band transmitter (3nJ/bit 

[90] and 60nJ/bit [91]). On the other hand, since energy per bit of a UWB receiver (2.5nJ/bit [92] 

and 0.5nJ/bit [93]) are usually greater than energy per bit of a narrow band receiver (510pJ/bit 

[41] and 830pJ/bit [40]), the UWB transmitter and the narrow band receiver are chosen for the 

sensor node. The target power consumption of the wake-up receiver, communication receiver 

and transmitter are 100nW, 100µW and 20µW, respectively, and the target sensitivity of the 

wake-up receiver and communication receiver is -45dBm and -80dBm, respectively. 

Nathan E. Roberts and I worked together on this reactive transceiver. I focused on the wake-

up receiver and UWB transmitter, and Nathan mainly works on the communication receiver. 

This chip was taped-out in November 2012 and will be back January 31th 2013.  



 

    

90 

 

BIBLIOGRAPHY 

 

[1] R. Schmidt, T. Norgall, J. Morsdorf, J. Bernhard, and T. von der Grun, "Body Area 

Network BAN – a Key Infrastructure Element for Patient-Centered Medical Applications," 

Biomedizinische Technik/Biomedical Engineering, vol. 47, pp. 365-368, Jan. 2002 

[2] S. Ullah, H. Higgins, B. Braem, B. Latre, C. Blondia, I. Moerman, S. Saleem, Z. Rahman 

and K. Kwak, "A Comprehensive Survey of Wireless Body Area Networks: On PHY, 

MAC, and Network Layer Solutions, " Journal of Medical Systems, Springer, 2010 

[3] M. Chen, S. Gonzalez, A. Vasilakos, H. Cao, and V. Leung, "Body Area Networks: A 

Survey," Mobile Networks and Applications (MONET), Springer Netherlands, 2010 

[4] T. O‘Donovan, J. O‘Donoghue, C. Sreenan, P. O‘Reilly D. Sammon, and K. O‘Connor, "A 

Context Aware Wireless Body Area Networks (BAN), " in Proceedings of the Pervasive 

Health Conference, 2009 

[5] M. R. Yuce, "Implementation of wireless body area networks for healthcare systems," 

Sensors and Actuators A: Physical, 2010 

[6] "http://www.ieee802.org/15/pub/TG6.html," IEEE 802.15 WPAN
TM 

Task Group 6 (TG6) 

Body Area Networks 

[7] H. Li, K.-I Takizawa, B. Zheri, and R. Kohno, "Body Area Network and Its 

Standardization at IEEE 802.15.MBAN," Mobile and Wireless Communications Summit, 

2007. 16th IST , vol., no., pp.1-5,  July 2007 

[8] J.M. Rabaey, J. Ammer,T. Karalar, S. Li, B. Otis, M. Sheets, and T. Tuan, "Picoradics for 

wireless sensor networks: the next challenge in ultra-low-power design," in IEEE Int. 

Solid-State Circuits Conf.  Dig. Tech. Papers, Feb. 2002, pp.156-445 

[9] M. A. Green, K. Emery, Y. Hishikawa, W. Warta, and E. D. Dunlop, "Solar cell efficiency 

tables (version 39), " Progr. Photovolt, Res. Appl., vol. 20, pp. 12-20, 2012 

[10] S. R. Anton and H. A. Sodano, "A review of power harvesting using piezoelectric 

materials (2003-2006), " Smart Materials and Structures, vol. 16, no. 3, 2007 



 

    

91 

 

[11] Micropelt GmbH, ―MPG-D651, MPG-D751 Thin Film Thermogenerators and Sensing 

Devices,‖ data sheet, Dec. 2012 [Online]. Available: http://www.micropelt.com/ 

[12] S. Scorcioni, A. Bertacchini, L. Larcher, A. Ricciardi, D. Dondi, and P. Pavan, "RF to DC 

CMOS rectifier with high efficiency over a wide input power range for RFID 

applications," Microwave Symposium Digest (MTT), 2012 IEEE MTT-S International , 

pp.1-3, 17-22 June 2012 

[13] G. Papotto, F. Carrara, G. Palmisano, "A 90-nm CMOS Threshold-Compensated RF 

Energy Harvester," Solid-State Circuits, IEEE Journal of, vol.46, no.9, pp.1985-1997, Sept. 

2011 

[14] Qian Jianqin, Zhang Chun, Wu Liji, Zhao Xijin, Wei Dingguo, Jiang Zhihao, and He 

Yuhui, "A passive UHF tag for RFID-based train axle temperature measurement system," 

Custom Integrated Circuits Conference (CICC), 2011 IEEE , pp.1-4, 19-21 Sept. 2011 

[15] Che Wenyi,Meng Dechao, Chang Xuegui, Chen Wei, Wang Lifang,  Yang Yuqing, Xu 

Conghui, Tan Tan, Yan Na, and Min Hao, "A semi-passive UHF RFID tag with on-chip 

temperature sensor," Custom Integrated Circuits Conference (CICC), 2010 IEEE , pp.1-4, 

19-22 Sept. 2010 

[16] F. Mazzilli, P.E. Thoppay, N. Johl, and C. Dehollain, "Design methodology and 

comparison of rectifiers for UHF-band RFIDs," Radio Frequency Integrated Circuits 

Symposium (RFIC), 2010 IEEE, pp.505-508, 23-25 May 2010 

[17] P.T. Theilmann, C.D. Presti, D.vKelly, and P.M. Asbeck, "Near zero turn-on voltage high-

efficiency UHF RFID rectifier in silicon-on-sapphire CMOS," Radio Frequency Integrated 

Circuits Symposium (RFIC), 2010 IEEE , pp.105-108, 23-25 May 2010 

[18] T. Le, K. Mayaram, and T. Fiez, "Efficient far-field radio frequency energy harvesting for 

passively powered sensor networks," IEEE J. Solid-State Circuits, vol.43, no.5, pp.1287-

1302, May 2008 

[19] H. Nakamoto, D. Yamazaki, T. Yamamoto, H. Kurata, S. Yamada, K. Mukaida, T. 

Ninomiya, T. Ohkawa, S. Masui, and K. Gotoh,  "A Passive UHF RFID Tag LSI with 

36.6% Efficiency CMOS-Only Rectifier and Current-Mode Demodulator in 0.35/spl mu/m 

http://www.micropelt.com/


 

    

92 

 

FeRAM Technology," in IEEE Int. Solid-State Circuits Conf. Dig. Tech. Papers., pp.1201-

1210, Feb. 2006 

[20] T. Umeda, H. Yoshida, S. Sekine, Y. Fujita, T. Suzuki, and S. Otaka, "A 950-MHz rectifier 

circuit for sensor network tags with 10-m distance," IEEE J. Solid-State Circuits, vol.41, 

no.1, pp. 35- 41, Jan. 2006 

[21] F. Kocer, P. M. Walsh, and M.P. Flynn, "Wireless, remotely powered telemetry in 0.25 μm 

CMOS," in IEEE Radio Frequency Integrated Circuits (RFIC) Symposium, Dig. Papers, 

June 2004, pp. 339- 342 

[22] U. Karthaus, and M. Fischer, "Fully integrated passive UHF RFID transponder IC with 

16.7-μW minimum RF input power," IEEE J. Solid-State Circuits, vol.38, no.10, pp. 1602- 

1608, Oct. 2003 

[23] J.Yi, W. Ki, and C. Tsui, "Analysis and design strategy of UHF micro-power CMOS 

rectifiers for micro-sensor and RFID application," IEEE Tran. Circuits Syst. I, Reg. Papers, 

vol.54, no.1, pp.153-166, Jan. 2007 

[24] J. Yin, J.Yi, M. Law, Y. Ling, M. Lee, K. Gao, H.C. Luong, A. Bermak, M.Chan, W. Ki, C. 

Tsui, and M. Yuen, "A System-on-Chip EPC Gen-2 Passive UHF RFID Tag With 

Embedded Temperature Sensor," IEEE J. Solid-State Circuits, vol.45, no.11, pp.2404-

2420, Nov. 2010 

[25] S. Radiom, M. Baghaei-Nejad, K. Aghdam, G.A.E Vandenbosch, Li-Rong Zheng, and 

G.G.E. Gielen, "Far-Field On-Chip Antennas Monolithically Integrated in a Wireless-

Powered 5.8-GHz Downlink/UWB Uplink RFID Tag in 0.18- Standard CMOS," IEEE 

J. Solid-State Circuits, vol.45, no.9, pp.1746-1758, Sept. 2010 

[26] G. De Vita and G. Iannaccone, "Design criteria for the RF section of UHF and microwave 

passive RFID transponders," IEEE Trans. Microw. Theory Tech., vol.53, no.9, pp. 2978- 

2990, Sept. 2005 

[27] K. Kotani, A. Sasaki, and T. Ito, "High-efficiency differential-drive CMOS rectifier for 

UHF RFIDs," IEEE J. Solid-State Circuits, vol.44, no.11, pp.3011-3018, Nov. 2009 



 

    

93 

 

[28] R.E. Barnett, Jin Liu, and S. Lazar, "A RF to DC Voltage Conversion Model for Multi-

Stage Rectifiers in UHF RFID Transponders," IEEE J. Solid-State Circuits, vol.44, no.2, 

pp.354-370, Feb. 2009 

[29] A. Shameli, A. Safarian, A. Rofougaran, M. Rofougaran, and F. De Flaviis, "Power 

Harvester Design for Passive UHF RFID Tag Using a Voltage Boosting Technique, " IEEE 

Trans. Microw. Theory Tech., vol.55, no.6, pp.1089-1097, June 2007 

[30] S. Mandal and R. Sarpeshkar, "Low-power CMOS rectifier design for RFID applications, " 

IEEE Trans. Circuits Syst. I, Reg. Papers, vol.54,no.6, pp.1177-1188, June 2007 

[31] Yuan Yao, Jie Wu, Yin Shi, and Dai, F.F., "A Fully Integrated 900-MHz Passive RFID 

Transponder Front End With Novel Zero-Threshold RF–DC Rectifier," IIEEE Trans. 

Industrial Electronics, vol.56, no.7, pp.2317-2325, July 2009 

[32] J. Zhang, D. Smith, L. Hanlen, D. Miniutti, D.  Rodda,  and B. Gilbert, "Stability of 

Narrowband Dynamic Body Area Channel," Antennas and Wireless Propagation Letters, 

IEEE , vol.8, no., pp.53-56, 2009 

[33] A. Taparugssanagorn, A. Rabbachin, M. Hamalainen, J. Saloranta, and J. Iinatti, "A 

Review of Channel Modelling for Wireless Body Area Network in Wireless Medical 

Communications, " in Proc. 11
th

 Inter. Symp. Wireless Personal Multimedia Commun. 

(WPMC), 2008, pp. 1-5 

[34] Q, Wang, T. Tayamachi, I. Kimura, and J. Wang, "An On-Body Channel Model for UWB 

Body Area Communications for Various Postures," Antennas and Propagation, IEEE 

Transactions on , vol.57, no.4, pp.991-998, April 2009 

[35] A. Fort, C. Desset, P. Wambacq, and L. Biesen, "Indoor body-area channel model for 

narrowband communications, " IET Microw., Antennas Propag., vol. 1, no. 6, pp. 1197-

1203, Dec. 2007 

[36] D. Miniutti, L.Hnalen, D. Smith, A. Zhang, D. Lewis, D. Rodda, and B. Gilbert, "Dynamic 

narrowband channel measurements around 2.4GHz for body area networks," IEEE802.15.6 

Technical Contribution, document ID: 15-05-0354-01-0006 



 

    

94 

 

[37] L. Hanlen, V. Chaganti, B. Gilbert, D. Rodda, T. Lamahewa, and D. Smith, "Open-source 

testbed for Body Area Networks: 200 sample/sec, 12 hrs continuous measurement," 

Personal, Indoor and Mobile Radio Communications Workshops (PIMRC Workshops), 

2010 IEEE 21st International Symposium on , pp.66-71, 26-30 Sept. 2010 

[38] H. Liu, J. Li, Z. Xie, S. Lin, K. Whitehous, J. Stankovic, and D. Siu, "Automatic and 

Robust Breadrumb System Deployment for Indoor Firefighter Applications, " in Proc. 8
th

 

Inter. Conference on Mobile systmes, applications, and services (MobiSys’10), 2010 

[39] P.S. Hall, Y. Hao, Y.Nechayev, A. Alomalny, C. Constantinou, C. Parini, M. Kamarudin, 

T. Salim, D. Hee, R. Dubrovka, A. Owadally, W. Song, A. Serra, P. Nepa, M. Gallo, and 

M. Bozzetti, "Antennas and Propagation for On-Body Communication Systems, 

" Antennas and Propagation Magazine, IEEE, June 2007 

[40] S. Drago, D. Leenaerts, F. Sebastiano, L. Breems, K. Makinwa, and B. Nauta, "A 2.4GHz 

830pJ/bit duty-cycled wake-up receiver with −82dBm sensitivity for crystal-less wireless 

sensor nodes, " IEEE Int. Solid-State Circuit Conf. Dig. Tech. Papers, pp.224-225, Feb. 

2010 

[41] X. Huang, S. Rampu, X. Wang, G. Dolmans, and H. Groot, "A 2.4GHz/915MHz 51µW 

wake-up receiver with offset and noise suppression, " IEEE Int. Solid-State Circuit Conf. 

Dig. Tech. Papers, pp.222-223, Feb. 2010 

[42] N.M. Pletcher, J. Rabaey, and S. Gambini, "A 2GHz 52μW Wake-Up Receiver with -

72dBm Sensitivity Using Uncertain-IF Architecture, " IEEE Int. Solid-State Circuit Conf. 

Dig. Tech. Papers, pp.524-633, Feb. 2008 

[43] J. Ayers, K. Mayaram, and T. Fiez, "An Ultralow-Power Receiver for Wireless Sensor 

Networks, " IEEE J. Solid-State Circuits, vol.45, no.9, pp.1759-1769, Sept. 2010 

[44] B. Otis, Y. Chee, and J. Rabaey, "A 400μW-RX, 1.6mW-TX super-regenerative 

transceiver for wireless sensor networks," IEEE Int. Solid-State Circuit Conf. Dig. Tech. 

Papers, pp.396-606, Feb. 2005 



 

    

95 

 

[45] N. Pletcher, S. Gambini, and J. Rabaey, "A 65 μW, 1.9 GHz RF to digital baseband 

wakeup receiver for wireless sensor nodes," Custom Integrated Circuits Conference, 

pp.539-542, Sept. 2007 

[46] D.C. Daly and A.P. Chandrakasan, "An Energy-Efficient OOK Transceiver for Wireless 

Sensor Networks, " IEEE J. Solid-State Circuits, vol.42, no.5, pp.1003-1011, May 2007 

[47] J. Ayers, K. Mayaram, and T. Fiez, "A 0.4 nJ/b 900MHz CMOS BFSK super-regenerative 

receiver," Custom Integrated Circuits Conference, Sept. 2008 

[48] S. Gambini, J. Crossley, E. Alon, and J. Rabaey, "A fully integrated, 300pJ/bit, dual mode 

wireless transceiver for cm-range interconnects," IEEE Symp. VLSI Circuits, pp.31-32, 

June 2010 

[49] R. van Langevelde, M. Elzakker,D. Goor, H. Termeer, J. Moss, and A. Davie, "An ultra-

low-power 868/915 MHz RF transceiver for wireless sensor network applications," Proc. 

IEEE Radio Frequency Int. Circuits Symp., pp.113-116, June 2009 

[50] J. Ayers, N. Panitantum, K. Mayara, and T. Fiez, "A 2.4GHz wireless transceiver with 

0.95nJ/b link energy for multi-hop battery-free wireless sensor networks," IEEE Symp. 

VLSI Circuits, pp.29-30, June 2010 

[51] J.L. Bohorquez, A. Chandrakasan, and J. Dawson, "A 350μW CMOS MSK transmitter and 

400μW OOK super-regenerative receiver for Medical Implant Communications," IEEE 

Symp. VLSI Circuits, pp.32-33, June 2008 

[52] E. Lee, P. Hess, J. Gord, H. Stover, and P. Nercessian, "A 400MHz RF Transceiver for 

Implantable Biomedical Micro-Stimulators," Custom Integrated Circuits Conference, Sept. 

2007 

[53] A.C.W. Wong, G. Kathiresan, C. Chan, O. Eljamaly, O. Omeni, D. McDonagh, A. Burdett 

and C. Toumazou, "A 1V wireless transceiver for an ultra-low power SoC for biotelemetry 

applications," Solid State Circuits Conf. ESSCIRC, pp.127-130, Sept. 2007 



 

    

96 

 

[54] H. Yan, J. Macias-Montero, A. Akhnoukh, L. Vreede, J. Long, K. Pekarik, and J. 

Burghartz, "A 120µW fully-integrated BPSK receiver in 90nm CMOS," Proc. IEEE Radio 

Frequency Int. Circuits Symp., May 2010 

[55] M. Vidojkovic, X. Huang, P. Harpe, S. Rampu, C. Zhou, L. Huang, J. van de Molengraft, 

K. Imamura, B. Busze, F. Bouwens, M. Konijnenburg, J. Santana, A. Breeschoten, J. 

Huisken, K. Philips, G. Dolmans, and H. de Groot, "A 2.4 GHz ULP OOK Single-Chip 

Transceiver for Healthcare Applications," Biomedical Circuits and Systems, IEEE 

Transactions on , vol.5, no.6, pp.523-534, Dec. 2011 

[56] G. Papotto, F. Carrara, A. Finocchiaro, and G. Palmisano, "A 90nm CMOS 5Mb/s crystal-

less RF transceiver for RF-powered WSN nodes," Solid-State Circuits Conference Digest 

of Technical Papers (ISSCC), 2012 IEEE International, pp.452-454, 19-23 Feb. 2012 

[57] J. Pandey, Shi Jianlei, and B. Otis, "A 120μW MICS/ISM-band FSK receiver with a 44μW 

low-power mode based on injection-locking and 9x frequency multiplication," Solid-State 

Circuits Conference Digest of Technical Papers (ISSCC), 2011 IEEE International, 

pp.460-462, 20-24 Feb. 2011 

[58] Xiongchuan Huang, Ao Ba, P. Harpe, G. Dolmans, H. de Groot, and J. Long, "A 915MHz 

120μW-RX/900μW-TX envelope-detection transceiver with 20dB in-band interference 

tolerance," Solid-State Circuits Conference Digest of Technical Papers (ISSCC), 2012 

IEEE International, pp.454-456, 19-23 Feb. 2012 

[59] Jae Hyuk Jang, D.F. Berdy, Jangjoon Lee, D. Peroulis, and Byunghoo Jung; , "A wireless 

sensor node for condition monitoring powered by a vibration energy harvester," Custom 

Integrated Circuits Conference (CICC), 2011 IEEE, pp.1-4, 19-21 Sept. 2011 

[60] A. Saito, K. Honda, Yunfei Zheng, S. Iguchi, K. Watanabe, T. Sakurai, and M. Takamiya, 

"An all 0.5V, 1Mbps, 315MHz OOK transceiver with 38-µW career-frequency-free 

intermittent sampling receiver and 52-µW class-F transmitter in 40-nm CMOS," VLSI 

Circuits (VLSIC), 2012 Symposium on , vol., no., pp.38-39, 13-15 June 2012 

[61] Jeongki Choi, Kanghyuk Lee, Seok-Oh Yun, Sang-Gug Lee, and Jinho Ko; , "An 

interference-aware 5.8GHz wake-up radio for ETCS," Solid-State Circuits Conference 



 

    

97 

 

Digest of Technical Papers (ISSCC), 2012 IEEE International, pp.446-448, 19-23 Feb. 

2012 

[62] Rong-Fu Ye, Tzyy-Sheng Horng, and Jian-Ming Wu, "Highly sensitive and low power 

injection-locked FSK receiver for short-range wireless applications," Radio Frequency 

Integrated Circuits Symposium (RFIC), 2012 IEEE, pp.377-380, 17-19 June 2012 

[63] P.M. Nadeau, A. Paidimarri, P.P. Mercier, A.P. Chandrakasan, "Multi-channel 180pJ/b 

2.4GHz FBAR-based receiver," Radio Frequency Integrated Circuits Symposium (RFIC), 

2012 IEEE, pp.381-384, 17-19 June 2012 

[64] Texas Instruments, "2.4GHz Bluetooth low energy System-on-Chip" 

http://www.ti.com/lit/ds/symlink/cc2540.pdf 

[65] IEEE 802.15.6, "Channel Modeling for Body Area Networks", IEEE P802.15-08-0780-12-

0006, Nov. 2010  

[66] IEEE 802.15.6, "Channel Models for WBANs – NICT", IEEE P802.15-08-0416-04-0006, 

Nov. 2008 

[67] IEEE 802.15.6, "Channel Models for WBAN – Holst Centre/IMEC-NL", IEEE P802.15-

08-0418-01-0006, July 2008 

[68] IEEE 802.15.6, "Narrowband Channel Characterization for Body Area Networks", IEEE 

P802.15-08-0421-00-0006, July 2008 

[69] Y. Zhao, A. Sani, Y. Hao, S. Lee, and G. Yang, "A Simulation Environment for Subject-

Specific Radio Channel Modeling in Wireless Body Sensor Networks," Wearable and 

Implantable Body Sensor Networks, pp.23-28, June 2009 

[70] C. Oliveira, L. Pedrosa, R. Rocha, "Characterizing On-Body Wireless Sensor 

Networks," New Technologies, Mobility and Security, pp.1-6, Nov. 2008 

[71] J. Zhang, D. Smith, L. Hanlen, D. Miniutti, D. Rodda, and B. Gilbert, "Stability of 

Narrowband Dynamic Body Area Channel," Antennas and Wireless Prop. Letters, IEEE, 

pp.53-56, 2009 



 

    

98 

 

[72] D. Smith, L. Hanlen, J. Zhang, D. Miniutti, D. Rodda, and B. Gilvert, "Characterization of 

the Dynamic Narrowband On-Body to Off-Body Area Channel, " Communications, IEEE 

Int. Conference, pp.1-6, June 2009 

[73] K.M. Silva, M. Yuce, and J. Khan, "Network Topologies for Dual Band (UWB – Transmit 

and Narrow Band- Receive) Wireless Body Area Network," Proceedings of the 4th 

International Conferences on Body Area Networks, 2011 

[74] C. Hu, P.Y. Chiang, K. Hu, H. Liu, R. Khanna, and J. Nejedlo, "A 90nm-CMOS, 

500Mbps, fully-integrated IR-UWB transceiver using pulse injection-locking for receiver 

phase synchronization," Radio Frequency Integrated Circuits Symposium, pp.201-204, 23-

25 May 2010 

[75] Y. Park, and D. D. Wentzloff, "An all-digital 12pJ/pulse 3.1–6.0GHz IR-UWB transmitter 

in 65nm CMOS," IEEE International Conference on Ultra-Wideband, vol.1, pp.1-4, 20-23 

Sept. 2010 

[76] J. Schroeder, S. Galler, and K. Kyamakya, "A low-cost experimental ultra-wideband 

positioning system," IEEE International Conference on Ultra-Wideband, pp. 632- 637, 5-8 

Sept. 2005. 

[77] Y.Yu Ruai, Y. Konishi, S.T. Allen, M. Reddy, and M.J.W. Rodwell, "A traveling-wave 

resonant tunnel diode pulse generator," IEEE Microwave and Guided Wave Letters,  vol.4, 

no.7, pp.220-222, Jul 1994 

[78] D. Salameh, and D. Linton, "Microstrip GaAs nonlinear transmission-line (NLTL) 

harmonic and pulse generators," IEEE Transactions on Microwave Theory and 

Techniques, vol.47, no.7, pp.1118-1122, Jul 1999 

[79] J.F. Holzman, F.E. Vermeulen, and A.Y. Elezzabi, "Recombination-independent 

photogeneration of ultrashort electrical pulses," Applied Physics Letters, vol. 76, no. 2, pp. 

134-136, Jan. 2000 

[80] M. Gerding, T. Musch, and B. Schiek, "Generation of short electrical pulses based on 

bipolar transistors, " Advances in  Radio Science, vol. 2, pp. 7-12, 2004 



 

    

99 

 

[81] A. Ouslimani, G. Vernet, H. Hardallah, and R. Adde, "Large amplitude picosecond step 

generation with FETs," Electronics Letters, vol. 26, no. 19, pp. 1563-1564, 1990 

[82] P. Protiva, J. Mrkvica and J. Machac, "A compact step recovery diode subnanosecond 

pulse generator, " Microwave and Optical Technology Letters, vol. 52, no. 2, pp. 438-440, 

2010 

[83] A. Ruengwaree, A. Ghose, J. Weide, and G. Kompa, "Ultra-fast Pulse Transmitter for 

UWB Microwave Radar," European Radar Conference, pp.354-357, 13-15 Sept. 2006 

[84] J. Han, C. Huynh, and C. Nguyen, "Tunable monocycle pulse generator using switch 

controlled delay line and tunable RC network for UWB systems," IEEE Antennas and 

Propagation Society International Symposium, pp.1-4, 11-17 July 2010 

[85] P. Rulikowski, and J. Barrett, "Truly balanced step recovery diode pulse generator with 

single power supply," IEEE Radio and Wireless Conference, pp. 347- 350, 19-22 Sept. 

2004 

[86] Hewlett-Packard, "Pulse and wave form generation with step recovery diodes," Application 

Note 918, CA 1968 

[87] J.K. Holmes, ―Spread Spectrum Systems for GNSS and Wireless Communications,‖ 

Artech House, ISBN 978-1-59693-093-4, 2007 

[88] E. Vittoz and J. Fellrath, "CMOS analog integrated circuits based on weak inversion 

operations," IEEE J. Solid-State Circuits, vol.12,no.3, pp. 224- 231, Jun 1977 

[89] R.M. Fano, "Theoretical limitations on the broadband matching of arbitrary impedances", 

Journal of the Franklin Institute, vol.249,no.1, January 1950 

[90] B.W. Cook, A. Berny, A. Molnar, S. Lanzisera, and K.S.J. Pister, "Low-Power 2.4-GHz 

Transceiver With Passive RX Front-End and 400-mV Supply," Solid-State Circuits, IEEE 

Journal of , vol.41, no.12, pp.2757-2766, Dec. 2006 

[91] A. Zolfaghari, and B. Razavi, "A low-power 2.4-GHz transmitter/receiver CMOS IC," 

Solid-State Circuits, IEEE Journal of , vol.38, no.2, pp. 176- 183, Feb 2003 



 

    

100 

 

[92] F.S. Lee, A. P. Chandrakasan, "A 2.5nJ/b 0.65V 3-to-5GHz Subbanded UWB Receiver in 

90nm CMOS," Solid-State Circuits Conference, 2007. ISSCC 2007. Digest of Technical 

Papers. IEEE International , pp.116-590, 11-15 Feb. 2007 

[93] D.C. Daly, P.P. Mercier, M. Bhardwaj, A.L. Stone, Z.N. Aldworth, T.L. Daniel, J. 

Voldman, J.G. Hildebrand, A.P. Chandrakasan, "A Pulsed UWB Receiver SoC for Insect 

Motion Control," Solid-State Circuits, IEEE Journal of , vol.45, no.1, pp.153-166, Jan. 

2010 

[94] J.F. Dickson, "On-chip high-voltage generation in MNOS integrated circuits using an 

improved voltage multiplier technique," Solid-State Circuits, IEEE Journal of , vol.11, 

no.3, pp. 374- 378, Jun 1976 

[95] N.E. Roberts, and D.D. Wentzloff, "A 98nW wake-up radio for wireless body area 

networks," Radio Frequency Integrated Circuits Symposium (RFIC), 2012 IEEE, pp.373-

376, 17-19 June 2012 

[96] Seunghyun Oh, and D.D. Wentzloff, "A −32dBm sensitivity RF power harvester in 130nm 

CMOS," Radio Frequency Integrated Circuits Symposium (RFIC), 2012 IEEE, pp.483-

486, 17-19 June 2012 

[97] Hector Ivan Oporta, ―An Ultra-low Power Frequency Reference for Timekeeping 

Applications,‖ Master’s Thesis, Oregon State University, December, 2008 


