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  Chapter I.

Introduction 

 

Since invented in the early 20
th

 century, printed circuit boards (PCB) have been the 

most common method to integrate electrical devices to complete a system. In the initial 

day of electronics, most circuits were composed of only a small number of discrete 

components on a PCB. However, as the circuits became complicated, it was necessary to 

increase the number of components involved in order to make technical advances. The 

monolithic integrated circuit (IC), the integration of a large numbers of tiny transistors 

into a small-sized chip, was developed in the mid-20
th

 century [1].  Because ICs enabled 

lower manufacturing cost and higher performance with lower power than discrete 

circuits, they were attractive economically and technically, and there were a lot of efforts 

to achieve higher integration density in ICs. The efforts resulted in very-large-scale 

integration (VLSI), which today integrates 1B transistors into a single chip.  

In order to maximize the benefit of integration, all components needed for a system 

were integrated into a single chip called a system-on-a-chip (SoC) [2]-[5]. Since an SoC 

allows a reduced number of components on the PCB, it enables lower assembly cost, 

lower total size, and reduced power consumption. Therefore, an SoC is a useful solution 
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for a mobile platform which requires low power and small form-factor, and 

semiconductor suppliers such as Samsung, TI, and nVidia have developed various types 

of SoCs for mobile application [6]-[8] Notably, the Snapdragon series from Qualcomm 

integrates most of the main features required for a smart phone. Because they 

successfully combine application processing units and wireless connectivity blocks, they 

provide a one-chip solution reducing the complexity of the PCB and the total power [9].  

The design of an SoC, however, requires higher non-recurring engineering (NRE) cost 

and a longer turn-around time due to its complexity. In addition, excessive integration of 

disparate components into a single substrate might cause performance degradation and 

lower yield. Another integrating method, system-in-a-package (SiP) [10]-[12], is able to 

alleviate these problems.  A SiP is a combination of individual ICs enclosed in a single 

package. For instance, modern memory chips stack multiple memory dies vertically 

inside a single package as shown in Fig. I.2 [13]. And, most application processors for 

smart phones include memory in the form of package-on-package to reduce the footprint 

and enhance the performance [14].  SiP has the same advantages as SoC such as reduced 

complexity of the PCB and overall design, and smaller total size. Moreover, it provides 

reasonable design cost and short turnaround time because each component may be 

designed, fabricated, and verified separately and prior to integration into the complete 

system. Furthermore, SiP enables heterogeneous integration, which means a combination 

of different processes such as CMOS logic and DRAM can be integrated [13].  

Heterogeneous integration is not possible on SoC implementations because all 
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components must share the same substrate. Fig. I.1 illustrates the trade-off between 

performance, cost, and time-to-market of different integration methods.  

 

There are various types of advanced package options for SiPs such as multi-chip 

modules (MCM), package-in-package (PIP), and package-on-package (POP). In these 

methods, the dies are connected together with conventional wire-bonding or micro-bump 

technologies [15][16]. However, wire-bonding has relatively large parasitic resistance, 

capacitance, and inductance, which degrades the performance. Micro-bumping provides 

better performance than wire-bonding, but it requires an additional re-distribution layer 

(RDL) between die. Otherwise, only face-to-face stacking is permitted [17]. Since the 

RDL is a set of long metal traces on a substrate, it causes performance degradation due to 

its parasitic capacitance. To eliminate an RDL layer, multiple die can be stacked on top 

of each other with wire-bonding [18] or micro-bumping [19] between layers. However, in 

these stacked SiPs, both wire-bonding and micro-bumps are located on only the perimeter 

of the stacked dies.  This limits the maximum number of interconnects between layers, 

and requires that a signal generated near the center of one die be first routed to the edge 

Fig. I.1. Comparison of different methods to integrate system integration. 
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prior to connecting to another layer in the stack. While a SoC does not have a similar 

constraint on the maximum number of interconnects, the power dissipated in the 

interconnect across a large area die has become critical in sub-micron processes. 

 

 

I.1 3DIC 

The number of transistors per unit area doubles approximately every 2 years (Moore’s 

law) [20]. As transistor size continuously shrinks down, transistor switching performance 

has continued to improve with every process generation. However, interconnects between 

transistors have comparatively deteriorated in performance [21]. Therefore, as transistors 

shrink, interconnect latency becomes more critical than transistor switching speed as 

shown in Fig. I.3. In order to reduce the RC delay of long interconnects, a number of 

buffers and flip-flops are necessary to partition them into segments, and these 

components consume considerable power. In modern micro-processors, the power 

dissipated in interconnects takes more than one third of the total power consumption [22]. 

The only way to decrease the power consumption of interconnect without compromising 

Fig. I.2. Die stacking with wire-bonding (left) and POP with mirco-bumps 

(right) [Elpida] 
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performance is to reduce the interconnect length. However, interconnections for global 

routing across an entire IC become inevitably long in most modern semiconductor 

processes in which transistors are placed in a single plane. 

 

In order to shorten interconnect in a sub-micron process, methods to integrate multiple 

device layers three dimensionally have been proposed, termed 3DIC. The major benefit 

of 3D integration is the reduced interconnects length resulting in smaller RC delay as 

shown in Fig. I.4. It requires smaller sized buffers and a smaller number of flip-flops 

[24], and this saves power consumption significantly. In addition, since it converts a 

planar IC requiring a large area into a three dimensional structure, it achieves a smaller 

footprint chip, which is essential for mobile devices. The key feature differentiating a 

3DIC from a SiP implementation of stacked die with perimeter connections is that a 

 
Fig. I.3. Interconnect speed and performance relationship. Beyond 130nm, 

interconnect delay is dominant. [23] 
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3DIC is a single chip. All layers in a 3DIC communicates via on-chip interconnects 

rather than off-chip paths such as wirebonding, microbumpimg and RDL.  

 

Various methods have been proposed to achieve 3D integration, such as vertical 

transistors [25][26] and vertical circuits [27], but these have not been successful due to 

the technical difficulty of manufacturing.  The most promising method for 3DICs is 

vertical stacking of multiple wafers with some form of vertical interconnect through the 

wafer. Even though a 3DIC cannot increase the integration density within a wafer, it 

enhances the performance and reduces the size of a system by increasing the integration 

density in a system as shown in Fig. I.5. For this reason, 3DIC is often times viewed as 

extending Moore’s law by packing more transistors into a chip, but doing so using mature 

silicon technology [28].   

Fig. I.4. Vertical stacking can reduce the length of global interconnect. 

dramatically. 
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I.2 Through-Silicon-Vias 

Since a general semiconductor die has openings for electrical connections on only the 

top surface, it is not proper for vertical stacking. In order to create a 3DIC, electrical 

connections passing completely through the silicon substrate are necessary. These are 

called through-silicon-vias (TSVs). Compared to 3D packages such as edge wire-bonding 

and interposers [30], TSVs allow a high density of vertical interconnects between IC 

layers that can be placed anywhere on the IC and not just along the perimeter. In addition, 

because of its smaller parasitic capacitance, inductance, and resistance, a TSV enables 

high speed and low power. However, a TSV requires extra processing steps when 

manufacturing the IC, and its manufacturing is still unstable. There has been active 

research to resolve these issues and improve the TSV process in many companies such as 

Fig. I.5. 3DIC can increase integration density after planar CMOS process. [29] 
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Tezzaron [31], EVG [32], ZyCube [33], and IMEC [34]. Recently, a 32GB-capacity 

DRAM module was developed for servers by Samsung using 3DIC technology [35]. It is 

67% faster than their previously existing module, and its power consumption is at least 

30% less. The TSV technology of Samsung is shown in Fig. I.6.  

 

I.3 Capacitive Coupling 

TSVs are vertical directly contacted interconnects. They are attractive for 3DIC 

interconnect, and commercial foundries are recently demonstrating heterogeneous 3D 

stacks using TSVs. However, TSVs are not nearly as ubiquitous as the planar 

metallization layers in ICs have been for decades. Non-contact interconnects can also be 

implemented using wireless techniques such as capacitive coupling [36] or inductive 

coupling [37]. Therefore, in processes that aren’t amenable to TSVs, wireless signal and 

power transfer between 3DICs using existing metal layers is a better option than reverting 

to traditional planar packaging. Wireless interconnect using capacitors or inductors is 

compatible with nearly all planar processes, allows communication between IC layers, 

Fig. I.6. Multiple stacked die (left) and photo of DRAM die adapting TSVs (right) 

[Samsung] 
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and enables wireless testing of ICs before they are vertically stacked (currently not an 

option for TSV processes). 

The capacitive coupling method transfers the signal by means of the capacitance 

between two nodes. A capacitive channel is created by placing small metal plates on two 

silicon dies and stacking two dies so that the metal plates are parallel and close to each 

other, creating a capacitor. This capacitor connects two circuits by passing an AC signal 

through it.  

Compared to other wireless interconnect methods, capacitive coupling methods have 

the advantages of simple channel modeling and less crosstalk due to a more confined 

electrical field [38]. However, its communication distance is limited to only several 

microns. Since capacitors are basically voltage-driven devices, the voltage across a 

capacitor should be increased to extend the communication range. In most CMOS 

process, increasing the signal voltage over the power supply voltage is difficult and may 

cause devices to break down, which leads to limited communication distances for 

capacitive coupling interconnect.  Furthermore, capacitive coupling only allows face-to-

face stacking of two dies. 

The short range communication of capacitive coupling can be exploited for wireless 

testing [39]. Conventional wafer level testing requires a probe card with a large numbers 

of needles. Since the needle tips make physical contacts on a wafer with a strong force, 

abrasion and deformation of the needle tips is unavoidable, which increases testing cost 

[41]. Capacitive coupled wireless testing can eliminate the mechanical contacts and their 
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corresponding problems. In addition, capacitors for wireless testing can be re-used for 

wire bonding pads [42]. 

 

 

I.4 Inductive Coupling 

Wireless inductive coupling methods rely on the coupled magnetic field between a 

planar spiral inductor pair [43]. Time-varying current in a transmitting coil generates 

magnetic flux, which induces an electromotive force (EMF) in a receiving coil. An 

inductive data link transmits data in the form of AC current and senses the induced EMF 

at the receiver side. And inductive power link collects the EMF and converts it into a 

usable power source on the receiving IC. The signal strength and power amount is 

proportional to the amount of linked magnetic flux between the coupled inductor pair. 

Since an inductor is a current-driven device, this magnetic flux around an inductor in 

Fig. I.7. Wireless wafer level tester using capacitive coupling (a) head plate open 

(b) head plate closed [40] 
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increased by increasing the current, which is an easier problem than increasing voltage 

for capacitive coupling in most modern CMOS processes.  

The challenges of implementing an inductive link are the typical small aspect ratio and 

relatively high power consumption compared to TSVs. The strength of the EMF at a 

receiving coil is proportional to the coupling coefficient k between the coils, and the 

current in the transmitting coil. The coupling coefficient k is proportional to the coil size 

and inversely proportional to the distance between two coupled coils [44]. Therefore, in 

order to extend the distance between two coils, which in the case of 3DICs is the distance 

between two stacked die, larger coils are required to maintain k, which results in the same 

aspect ratio. To achieve a larger aspect ratio, the transmitted current could be increased, 

but this typically results in more power consumption. To avoid increasing power, several 

circuit techniques have been proposed. Previous work used a sense amplifier in the 

receiver to compensate for the reduced k [46][47]. A phase shaping method has been used 

to increase the 
   

  
 term [48]. However, these require precise sampling to synchronize the 

data across 3DIC layers. A hysteretic comparator was used to achieve very low energy 

per bit [49], however its application is limited to high speed and high power, and the 

aspect ratio of the coupled coils is still a concern. 

This thesis seeks to resolve the challenges of inductive coupling by achieving longer 

distance without increasing power or decreasing aspect ratio. This is accomplished using 

a technique known as resonant inductive coupling, which is a better way to use coupled 

inductors for both inductive data links and inductive power links. In addition, this work 

develops the necessary circuit techniques to exploit the proposed inductive channel. 
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 Inductive Data Link I.4.1

Similar to capacitive coupling interconnect, wireless inductive coupling using planar 

spirals is compatible with most planar processes. In addition, the communication range of 

an inductive data link can be extended by increasing the transmitting current, and it 

allows communication through multiple IC layers. The inductive data link is the result of 

a trade-off between power, distance, and cost. While larger coils can achieve longer 

communication distance, they require more silicon area [50]. More transmitting current 

can extend communication distance without increasing coil size, but it consumes more 

power. Previous work presented a better trade-off between area and power, but failed to 

achieve longer distance [46]-[51]. This is because their interconnect solutions rely on 

standard inductive coupling using air-core, planar spiral inductors. This results in poor 

efficiency (<5%) and a relatively short communication distance (~15μm) because most of 

the flux is not linked between the coils. 

 

Fig. I.8. Concept of wireless inductive data link. 
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 Inductive Power Link I.4.2

One of the advantages of inductive coupling is that it can transfer power wirelessly. 

Previous work has reported wireless power transmission between two inductively 

coupled coils in stacked dies within a package [52][53]. However, their common 

drawbacks are only 100mW/mm
2
 power density and <0.1 aspect ratio. This low 

performance is also because these designs rely on standard inductive coupling. 

 

 Resonant Inductive Coupling I.4.3

This thesis studies the advantages of applying resonant inductive coupling (RIC) to 

3DIC applications. RIC results in a stronger coupled coil pair and increases the linked 

flux by resonating coupled coils.  RIC will be discussed for improving wireless 

interconnects between 3DICs to enhance the performance, and wireless power transfer to 

increase power density. 

 

Fig. I.9. Concept of wireless inductive power link. 
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I.5 Contributions of This Work 

This research seeks to provide circuit solutions to implement vertical interconnects for 

3DICs. The most promising vertical interconnect methods are through silicon vias (TSVs) 

as a wired interconnect and inductively coupling as a wireless interconnect. While TSV 

implementation relies on semiconductor processing technology, circuit designers should 

be aware of the impact of TSVs on circuits. This work analyzes the effect of proximity of 

TSVs to FETs on the mobility and threshold voltage, which is a critical design 

consideration in 3DICs. 

Most of this research focuses on the wireless interconnect method, a circuit-domain 

approach for 3DIC. TSVs are attractive for 3DIC interconnect, and commercial foundries 

provide both “via-first” and “via-last” technologies and are demonstrating heterogeneous 

3D stacks. However, TSVs are not nearly as ubiquitous as the planar metallization layers 

in ICs have been for decades. Therefore, in processes that aren’t amenable even to “via-

last” TSVs, the wireless interconnect method between 3DICs using existing metal layers 

is a better option than reverting to traditional planar packaging. To resolve the 

disadvantages in previous work on wireless inductive links, this work achieves higher 

aspect ratio with lower power consumption, especially, in multiple stacked dies. This can 

be widely exploited in applications requiring multiple stacked layers such as NAND 

memory stacks and MEM systems comprised of heterogeneous stacks. It also could be 

utilized as shared vertical buses in 3D multi-core systems, which will be introduced in 

Appendix. B. The research includes channel characterization to find the best way to 

utilize an inductive coupling pair. In addition, circuit techniques are proposed to exploit 
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the inductive coupled channel. Prototypes of inductive data links and one inductive 

power link prototype will be demonstrated to verify the theory.  

A summary of the contributions is as follows: 

 Analysis and experimental verification of the proximity effect of TSVs on 

MOSFETs, which can be used as a design guide when placing circuits near TSVs 

(Chapter III) 

 Characterization of resonant inductive coupling for inductive data links and 

power links in 3DICs to enhance the aspect ratio and extend the wireless range 

(Chapter II) 

 Demonstration of three fabricated ICs leveraging resonant inductive coupling for 

data and power link applications (Chapter IV, V, VI) 

 An LVS CAD tool for performing verification checks across multiple layers in a 

3DIC using TSVs (Appendix A) 
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  Chapter II.

Characterization of Wireless 3D Interconnect 

 

II.1 Introduction 

To create 3D interconnect, channel characterization has to be performed before 

implementing circuits. This chapter and the next chapter provide the channel 

characterization of the two most promising 3D interconnect methods. First, the inductive 

coupling wireless interconnect will be studied and characterized in this chapter. After 

studying the standard inductive coupling channel, a method to improve the inductive link 

by using resonant coupling will be proposed. Furthermore, this chapter will demonstrate 

that resonant coupling is more useful to multiple stacked layers when the phases of 

resonant coupled signals are aligned. In the next chapter, the proximity effect of through 

silicon vias (TSVs) near active devices will be characterized. 

 

II.2 Inductive Coupling Channel 

Fig. II.1 shows a diagram of a typical inductive coupling channel in two stacked dies 

and its equivalent circuit. Two coils are coupled with mutual inductance M. L1, L2 are the 

self-inductance of coils, assuming a symmetric transformer. The coils also have parasitic 
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capacitance C1, C2 and parasitic resistance R1, R2. The transmitter in die #1 can be 

simplified to a current source IS, and RL models the receiver in die #2. Usually the input 

impedance of the receiver is sufficiently large. Therefore, RL is also a large resistance, 

which can typically be ignored in the equivalent circuit.  

 

From the equivalent circuit, the gain of the channel, VR/IT is given by:  

 
  
  
 

 

          
     

 
 

          
     

     (1) 

where M is mutual inductance between two coupled coils. Eq. (1) has three components. 

The first comes from the current divider of the transmitting coil, and the second term is 

from the voltage divider of the receiving coil. Both terms express second order low pass 

filters having peaks at their self-resonant frequencies. The mutual inductance is captured 

in the last term, which is linear in the frequency domain. Combining all terms induces a 

band pass filter having two peaks as shown as Fig. II.2. The frequency at which the peaks 

appear is a function of the self-inductance L and parasitic capacitance C. For the 

conventional inductive link, parasitic capacitance of coils is typically decreased in order 

Fig. II.1. Diagram and equivalent circuit of inductive link. 
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to maximize the self-resonant frequency of the coils because the data links operate at a 

frequency much lower than the self-resonant frequencies. 

 

 Boundary of Near and Far-Fields II.2.1

Basically the standard inductive coupling channel is near-field communication. The 

near-field has a reactive characteristic, where the energy is stored, not radiated [54], and 

it makes near-field communication energy-efficient. In order to verify the theoretical 

maximum range of near-field communication, it is necessary to confirm the boundary of 

the near-field. The space around a radiation source or a transmitting antenna is generally 

divided into three regions depending on its communication properties as shown in Fig. 

II.3. The region where the 1/r
3
 term or 1/r

2
 is dominant is normally called the near-field 

region, and it is the combination of static field and induction field regions. However, the 

boundary between the near-field and far-field, or the point where the 1/r term begins to 

1

Frequency

VR / IT

fself_res_T fself_res_R

Low Pass 

(from Tx)

Low Pass 

(from Rx)

Linear

(from jωM)
Real 

Channel

Conventional 

Inductive Coupling 

Fig. II.2. Frequency response of general inductive channel. 
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be dominant is unclear because it is function of many other factors such as the antenna 

size and the radiation frequency. Table I shows numerous definitions of the boundary 

between near-field and far-field [55], where D is the largest dimension of the receiving 

antenna, and d means that of the transmitting antenna when the two antennae have 

different dimensions. 

 

Table I. Definitions of the near-field/far-field boundary for antennas [55] 

Boundary Remarks Reference 

λ/2π 1/r terms dominant [56] 

3λ D not >> λ [57][58] 

λ/16 Measurement error<0.1 dB [56][57] 

λ/8 Measurement error<0.3 dB [56][57] 

λ/4 Measurement error<1 dB [56][57] 

Fig. II.3. Three-region models around an electromagnetic source. 

Reactive
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λ/2π Satisfies the Rayleigh criteria [59] 

λ/2π For antennas with D<< λ and printed-wiring-board traces [57][60] 

2D
2
/λ For antennas with D>> λ [57][60] 

2D
2
/λ 

If transmitting antenna has less than 0.4D of the receiving 

antenna 
[61] 

(d+D)
2
/λ If d>0.4D [61] 

4D
2
/λ For high-accuracy antennas [62] 

50D
2
/λ For high-accuracy antennas [62] 

3λ/16 For dipoles [57] 

(d+D)
2
/λ 

If transmitting antenna is 10 times more powerful than 

receiving antenna, D 
[58] 

As described in the following chapters, the size of inductors or antennas used in this 

work is only tens of microns. Since the carrier frequency of the transceiver will be less 

than 10GHz, the inductor size should be much smaller than λ  of the carrier wave 

(>>10mm). With this condition, the antenna size has little effect on the near-/far-field 

boundary, and a conservative approach from Table I implies the boundary should be 

smaller than λ/2π. The near-field boundary field depending on the operating frequency is 

shown in Fig. II.4. 
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 Coupling Coefficient k II.2.2

Coupling coefficient k is a quantitative description of the coupled flux between a two-

coil pair [63]. It plays the most critical role in inductive coupling since the receive signal 

amplitude highly depends on it. k is mainly a function of the coil size and the separation 

of two coils, and it is well known that k is inversely proportional to the separation. 

However, this is true only when the separation is sufficiently large, for instance, the 

separation is larger than the coil size. For closer separation, [43] provides an equation for 

a square-shaped coil pair as follows: 

   {
      (            )(            )

         (            )
 }

   

 (2) 

where dout_T and dout_R refer to the outer diameter of the inductors, and din_T and din_R 

indicates the inner diameter. X is the distance between two inductors when their center is 

vertically aligned. While this equation is based on an empirical approximation, [44] and 
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Fig. II.4. Boundary of near-field depending on the frequency. 
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[45] provide more theoretically accurate expressions of mutual inductance M for a 

circular coil pair as follows: 
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where a and b are the diameters of each coil, p is the horizontal separation 

(=misalignment), and d  is the vertical separation. 

Fig. II.5 shows the theoretical value of the two equations, simulated data, and 

measured data. The vertical offset is mainly due to inductor shape (square, circle, and 

octagon). Commonly, the coupling coefficient k decreases rapidly when the normalized 

distance (coil size / distance) is larger than 1. This means k is too small to achieve near-

field communication when the communication range becomes larger than the coil 

diameter.  Therefore, the conventional inductive coupling methods are feasible for only a 

relative short range. Otherwise, larger coils are required to achieve longer distance. In 

other words, the small aspect ratio (communication distance / coil diameter) is inevitable 

when using standard inductive coupling. 
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II.3 Resonant Inductive Coupling 

As discussed in Chapter 1, previously demonstrated inductive data links have resulted 

in a relatively short communication rage due to the small amount of linked magnetic flux 

between the coupled coil pair [46]-[64]. It has recently been shown that power can be 

wirelessly transferred using two resonant inductors for powering consumer electronics at 

relatively long distances, with an efficiency of up to 50% [65]. This technique, termed 

resonant inductive coupling (RIC), makes a stronger coupled coil pair and increases 

linked flux by resonating coupled coils.  RIC can be used for wireless interconnects 

between 3DICs and to enhance the performance. 
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 Theoretical Analysis II.3.1

Because the flux density, and therefore signal strength, in inductive links is directly 

proportional to current in the transmitting coil, the transmitter circuits should maximize 

current in order to maximize transmission distance. On the receiver side, an amplifier 

optimized for low noise figure and power presents a high-impedance load on the receiver 

coil, therefore received voltage should ideally be maximized. Standard inductive coupling 

(SIC) links operate well below the self-resonant frequency of the inductors, therefore 

typically all parasitic capacitances are ignored and the SIC link is modeled as the 

equivalent circuit in Fig. II.6(a).    and    model the losses in the coils. The transmitter 

is modeled as a current source operating at a fixed frequency. The receiver is modeled as 

a large resister RL. The received voltage VR for the SIC link is given by Eq. (4) 

           √              (4) 

where k is the transformer coupling coefficient, L1 and L2 are the self-inductances of the 

transmitter and receiver coils, respectively. Since the transmitter and receiver coils are 

typically identical for SIC and RIC links,        .    is the transmitter current 

amplitude. The value of   is found from simulations, and is a strong function of the 

separation between coils (            ), therefore its value determines the 

communication distance.  

The RIC circuit is shown in Fig. II.6(b). External capacitors    and    have been 

added to create resonant tanks at the transmitter and receiver sides. The resonant 

frequency can be tuned by adjusting the capacitor values. RIC links operate in two 
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regimes, depending on the values of k and quality factor of the resonant tank (      ), 

where   is the loss in the inductor. These regimes are 1) the strongly coupled regime (kQ 

≥ 0.1), and 2) the weakly coupled regime (kQ < 0.1). The link characteristics are different 

in each regime, as discussed in the following two sections.  

 

 

The strongly-coupled regime is defined by kQ   0.1, that is, when the coils are close 

together. In this regime, the coupling is strong enough that the loading on the receiver 

side affects the resonant frequency at the transmitter side when reflected through the 

transformer, and vice versa. Therefore, the transimpedance gain can be expressed by 

Fig. II.6. (a) SIC equivalent circuit and (b) RIC equivalent circuit 

Fig. II.7. Frequency response of RIC. 
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This creates two resonant frequencies for the strongly-coupled RIC system, given by: 

        
  

√   
               (6) 

       
  

√   
               (7) 

where    
 

√    
 

 

√    
            is the unloaded resonant frequency. At each 

resonant frequency, the received voltage    for RIC with strong coupling is given by: 

              
 (
   

    
)           (8) 

             
 (

   

    
)           (9) 

When k approaches 1, the advantage of RIC over SIC (Eq. 4) is an increase in received 

voltage by a factor of approximately   . As the coil separation increases,   reduces, and 

       and       converge on a single resonant frequency   . The RIC link then 

transitions from the strongly-coupled regime into the weakly-coupled regime as described 

below.  

The weakly-coupled regime is defined by kQ < 0.1; that is, when the coils are far 

apart. In this regime, the receiver load reflected to the transmitter side is negligibly small 

so that it has no impact on the transmitter circuit. Therefore, its transfer function is given 
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by the similar equation to Eq. (1), and the system has one resonance frequency    

  √       √    . At   , the receiver voltage    is given by Eq. (10). 

                √         
        (10) 

In this regime, RIC significantly improves the received signal amplitude over SIC (Eq. 

1) by a factor of Q
2
, which is typically much greater than 1. 

 Simulations II.3.2

To verify these models, planar spiral coils were designed for SIC and RIC using a 

Chartered 130nm CMOS process (Fig. II.8). Two identical coils are vertically stacked to 

simulate communicating through stacked ICs. The distance between them is swept from 

5μm to 95μm, and HFSS is used to extract the lumped-element models for the coils. 

These models are imported into Spectre to simulate the received voltage for a given 

transmitter current excitation. The results are shown in Fig. II.9 and Fig. II.10. The 

nominal value of Q is 3.1, and the boundary of the weakly/strongly coupled regimes is k 

= 0.03. In the weakly coupled regime, the RIC link has one resonant frequency, but as k 

increases, the frequency splits into       and        (Fig. II.9). Fig. II.10 shows       , 

       at       , and the ratio of the two. RIC improves the coupling over SIC by a factor 

of 10 (≈Q
2
) in the weakly-coupled regime, and 5~10 (≈2Q) in the strongly-coupled 

regime. As k increases, the stronger coupling increases       . However, the ratio 

              will decrease as the coupling gets stronger, approaching    for    , and 

further decreases with reducing   as frequency        decreases. 
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Table II. Details of coils 

Parameter Value 

Diameter 30μm 

Width 0.65μm 

Space 0.35μm 

Number of turns 5 

Number of layers 4 

L 22nH 

C 40fF 

R 240Ω 

 

Fig. II.8. Coupled coil pair structure for HFSS. 
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Fig. II.9. RIC resonant frequency. 

Fig. II.10. RIC improvement over SIC. 
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The performance of inductive links for 3D wireless interconnects in a package can be 

improved by using resonant inductive coupling over standard inductive coupling. 

Without increasing the size of the coils or power consumption, RIC can increase the 

received voltage by factors of Q
2
 (weakly coupled) and 2Q (strongly coupled) compared 

to SIC. The improvement of RIC is the highest in the weakly-coupled regime when the 

received signal is smallest. Therefore, RIC can be exploited for small k to increase the 

communication distance and separation between coils, enabling communication through 

thicker die or multiple die, as well as wireless testing and verification. 

 

II.4 In-phase Resonant Inductive Coupling for Multiple Stacked Dies 

Inductive coupling is one technique used to create through-die-interconnect between 

multiple stacked layers as depicted in Fig. II.11. In this application, the aspect ratio 

(communication distance / coil diameter) limits the area-efficiency of the link, and the 

number of layers that can be communicated through.  

 
Fig. II.11. Concept of wireless through-die-interconnect in 3DIC.  



31 

 

Since k decreases rapidly for aspect ratios larger than 1 as shown in Fig. II.5, 

conventional wireless inductive data links usually have aspect ratios less than 1. For this 

reason, prior inductive links for multiple die stacking send data only to the adjacent layer, 

and relay data to communicate through multiple dies [46][66]. This relay method takes a 

number of cycles to transmit data to the destination. While direct communication through 

multiple-stacked dies resolves this latency problem [67][68], prior work uses large coils 

to do so due to the limited aspect ratio.   

This work analyzes a technique termed multi-layer signal boosting (MLSB) intended 

for inductive data links in 3DIC applications. By exploiting resonant inductive coupling, 

it enables a larger aspect ratio, which means direct transmission through multiple dies 

with relatively small coils. 

 Theoretical Analysis II.4.1

Consider four vertically stacked planar coils as shown in Fig. II.12. When an AC 

current is applied in the bottom coil, it induces out-of-phase AC current in the second and 

fourth coils and in-phase AC current in the third coil when the coil terminals are all 

shorted, according to Faraday’s law of induction (Fig. II.12(a)). If the coils are instead 

loaded by a large impedance, an AC current close to in-phase is induced in all coils (Fig. 

II.12 (b)).  As shown in Fig. II.12 (c), if regeneration is added to the coils, the magnitude 

of the induced current is amplified.  This roughly explains the operation of MLSB.  
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The two major elements of MLSB are the in-phase strongly-coupled resonant 

inductive coupling (RIC) and the regeneration of the oscillations. RIC provides signal 

gain depending on the product of kQ of the inductors as discussed previously, and this 

chapter shows that the phase difference is affected by the kQ value as well. 

 

Fig. II.13 shows the equivalent circuit of an inductively coupled data link across two 

layers. The transmitter is simplified to current source IS, and RL is a model of the receiver 

circuits loading the coils. Because RL is generally large for data links, it can be ignored to 

simplify the circuit. It results in the following equation according to Kirchhoff's voltage 

law (KVL). 

  (a)                                               (b)                                                 (c) 

Fig. II.12. Concept of multi-layer signal boosting. 

Fig. II.13. Equivalent circuit of inductively coupled circuits. 
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Eq. (11) is modified to present current gain across the coils:  

 
  
  
  

  

     
 
  

 
    

           
 (12) 

By inserting three different resonant frequencies of strongly-coupled and weakly-

coupled RIC systems into Eq. (12), the ratio is concisely written as follows.   

 (
  
  
)
                                  

 
  

    
 (13) 

 (
  
  
)
                                   

 
   

    
 (14) 

 (
  
  
)
                  

      (15) 

Eq. (13) is for low frequency and strongly-coupled RIC, Eq. (14) is for high frequency 

and strongly-coupled RIC, and Eq. (15) is for weakly-coupled RIC, respectively. In the 

weakly coupled regime, the magnitude of the induced current is proportional to the kQ 

value. And the phase difference between inducing and induced currents is always -90⁰, 

regardless of the kQ value. In the strongly-coupled regime, however, the phase difference 

between    and    is a function of kQ as shown as Fig. II.14. When kQ is small (the 

boundary of strongly- coupled and weakly-coupled), the phase difference is almost -90⁰ 
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for both cases of low and high resonant frequency. As the kQ value increases, the phase 

at the lower resonant frequency converges to 0⁰ (in-phase) and at the higher frequency 

converges to 180⁰ (out-of-phase).  The amplitude of the induced current is increasing as 

the kQ value increases for both cases. By operating the link at the lower resonant 

frequency and in the strongly-coupled regime, the induced current has a similar phase to 

the inducing current. The weakly-coupled regime can be exploited as well, but 

improvement is smaller compared to the strong-coupled RIC due to the large phase 

difference. 

 

The larger kQ value results in a smaller phase difference and a larger induced current. 

In practice, it is difficult to increase kQ because k is limited by the coil size and die 

thickness, and an on-chip inductor has a relatively small Q-factor. Furthermore, larger Q 

will reduce the data-rate of the inductive coupling using RIC as explained in Chapter 4. 

Because of the kQ limitation, in-phase RIC cannot increase the induced current amount 

significantly by itself.  

Fig. II.14. Phase difference between IR and IT and magnitude ratio. 
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Another main element of MLSB, regenerative oscillation, is able to amplify the 

current amount in company with in-phase RIC. The regenerative oscillator has a feedback 

whose loop gain is slightly less than one as shown in Fig. II.15 [70]. When the induced 

signal is applied to a regenerative oscillator, it triggers sustained oscillations and 

amplifies the induced in-phase current. Since this oscillation is in phase with original 

transmitter current, they sum to induce a stronger signal in the next layer. This process 

then repeats at each layer. 

 

In the MLSB scheme, in-phase RIC provides the proper input signals into the 

regenerative oscillation as depicted in Fig. II.15. For the worst-case example, the coil at 

layer 3 has two different components of induced current. I3-by-1 is induced by IT, and I3-by-2 

is induced by I2. Because all of IT, I2, I3-by-1, and I3-by-2 have similar phase, the vector 

summation of I3-by-1 and I3-by-2 results in a significantly larger current, I3-total. This induced 

current is large enough to be amplified in a regenerative oscillator, resulting in amplified 

current I3. 

Fig. II.15. Diagram of regenerative oscillator. 
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While super-regenerative oscillating provides larger gain and higher sensitivity, it 

requires complicated control signals compared to regenerative oscillating [71][72]. 

Because it is hard to generate analog signals for the control of 1Gbps processing, 

regenerative oscillating is adopted in spite of its disadvantages.   

 Measurement Results II.4.2

To verify the theory, a prototype system is designed with a planar coil on PCB and 

discrete components to implement the regeneration. 

The coil on each PCB has an octagon shape, is a single turn, and has a 23mm diameter. 

Each PCB layer has a cross-coupled oscillator for regeneration, using discrete FETs, a 

bias current of 30mA, and a supply voltage of 3V. Four layers are stacked as shown in 

Fig. II.17, and the separation between layers is changed to sweep k from 0.01 to 0.1. 

Since the coil Q-factor is 20, the links operate in the strongly coupled regime. The 

resonant frequency of the system is tuned to 75MHz. 

Fig. II.16. Vectors of boosted current signals on multiple layers. (a) without 

regeneration (b) with regeneration 

(a)                                                                        (b) 
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Fig. II.19 shows signal transmission from layer 1 to layer 4 with 23mm separation per 

layer. The source signal at layer 1 and the induced signal at layers 2-4 are almost in-phase, 

with the phase difference ranges from 0⁰ to 24⁰. The comparison between MLSB, RIC 

without regeneration and standard inductive coupling (SIC) is shown in Fig. II.20. As the 

Fig. II.17. A prototype system on PCB for MLSB. 

Fig. II.18. Measured Q and comparison of phase and magnitude to theory. 
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separation increases, the SIC signals reduce, eventually becoming too small to sense. RIC 

alone induces larger signals than SIC, but fails to deliver sufficient signals to layers 3 and 

4 when the distance is long. However, if regeneration is used with RIC, communication 

distance is significantly enhanced. When the aspect ratio is 4:1 (the separation = 31mm), 

the received signal at layer 4 is 9.8dB larger than RIC-only and 16.2dB larger than SIC.  

 
Fig. II.19. Measurement received voltage of MLSB, RIC-only, and SIC. 
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  Chapter III.

Characterization of Wired 3D Interconnect 

 

III.1 Introduction 

As discussed in the previous chapter, the most promising method among 3D 

interconnects is through-silicon-vias (TSVs). To fabricate high aspect ratio vias within a 

silicon substrate and achieve high yield have been huge challenges for CMOS technology 

[73]. In addition, while TSV technology provides new opportunities for circuit designers, 

it requires new considerations during the circuit design. They should be aware of not only 

the electrical performance of TSVs such as the parasitic capacitance, resistance, and 

inductance, but also the performance change of active devices due to their proximity to 

TSVs.  

There have been concerns that the proximity of a TSV to a device such as a transistor 

can impact its electrical performance, and previous research has reported the proximity 

effect of TSVs on devices [74]-[77]. TSV processes have multiple categories defined by 

their processing steps, including via-first, via-last, and via-middle.  Furthermore, different 

materials can be used for TSVs such as copper, tungsten, and poly silicon. This diversity 

produces varied results of the impact of TSVs on other devices, and experimental 

research for other cases is required.     
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This work presents a study of the proximity effect for via-middle Tungsten-filled 

cylinder-shape TSVs using a process from Tezzaron [78]. A 2-layer stacked test structure 

with TSVs was fabricated with a 130nm CMOS process in order to evaluate the 

proximity effect of TSVs on MOSFETs. The key parameters of different-sized PMOS 

and NMOS devices were measured to characterize the impact of TSV proximity and 

provide guidelines for design with the specified TSVs. 

 

III.2 Test Structure for Characterizing Proximity Effect 

The TSVs in this work are fabricated by a via-middle process [78]. After front-end of 

line (FEOL) processing, TSV holes are etched and W is deposited into SiO2 lined holes. 

Once a wafer is completed including backend of line (BEOL) processing, two wafers are 

stacked face-to-face using Cu-metal micro-pads bonding. To implement vertical 

interconnect to other wafer or wirebonding pads, the top die is thinned to expose the 

TSVs.  

Active devices and TSVs for characterization are implemented on the top layer. Probe 

pads to access the devices are made on the thinned backside of top die and connected to 

metal layers inside of top die with multiple TSVs. The channels of all devices are placed 

in the vertical direction in Fig. III.1. The TSV is a cylindrical shape with almost a 90° 

slope. Its diameter is 1.2μm, and the height is 6μm after the wafer thinning process.  This 

work was fabricated with the Chartered 130nm CMOS process and Tezzaron TSV 

technology. 
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The fabricated test structure has two arrays for PMOS and NMOS devices as shown in 

Fig. III.1, and its schematic is shown in Fig. III.2. Each array has 12 rows and 9 columns. 

Every column corresponds to one of 8 distances between a TSV and a device that range 

from 0.7μm to 50μm. The array also includes control cases without TSVs. Each row 

represents one among 12 combinations of the channel width from 300nm to 1200nm and 

the channel length from 130nm to 1040nm. It has a total 216 combinations. One column 

has 12 different sized MOSFETs, and they share one DC probe pad connected to gates of 

the MOSFETs. One row has 9 equal-sized MOSFETs sharing one DC probe pad 

connected to the drains of the MOSFETs. The source and body terminals of all 

MOSFETs are connected to a shared DC probe. Other peripheral circuits, for instance, a 

scan chain, mux, or ADC, are not implemented to allow more accurate measurements of 

the device performance. 

Fig. III.1. Die-photo of the test structure and schematic of one cell which consists 

of one MOSFET and one TSV. (top view and cross-sectional view) 
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III.3 Measurement Results 

In order to characterize each device, its VTH and mobility was calculated from the IDS-

VGS curve, which was measured with an Agilent 4156C semiconductor parameter 

analyzer and DC probes as shown in Fig. III.3. VGS is swept from 0V to 1.5V with 15mV 

steps for VDS=10mV (linear region) and VDS=1.5V (saturation region) respectively. Both 

of VTH and the mobility are extracted by the maximum gm method [79] and the 

normalized mobilities from the control case value are used. 

Fig. III.4 shows the VTH shift observed in the devices. In both NMOS and PMOS 

devices, the VTH shift is unnoticeable.  Fig. III.5 shows the observed mobility change. 

While electron mobility change is not observed, hole mobility increases significantly as 

Fig. III.2. Schematic of the test structure (one array). 
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the distance between the PMOS device an TSV reduces below 4μm. Different widths and 

lengths of the devices make no noticeable difference in VTH shift or mobility change. 

 

 

Fig. III.3. Measurement setup. (a) light shielded probe station (b) Agilent 4156C 

parameter analyzer 

(a)              (b)

Fig. III.4. Vth shift of NMOS (left) and PMOS (right). 
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III.4 Analysis 

Mobility changes are most likely due to the mismatch in the coefficient of thermal 

expansion (CTE) between Silicon and Tungsten. The CTE of Silicon (Si: 2.7ppm/⁰C) is 

smaller than that of Tungsten (W: 4.3ppm/⁰C) as shown in Table III, which adds strain to 

the Si surrounding the TSV as the wafer cools after fabrication [80]. W is deposited at 

~400⁰C and has a larger CTE than Si. At room temperature, the W shrinks more than the 

surrounding Si, which causes compressive stress σθ in the tangential direction to the TSV, 

tensile stress σr in the radial direction to the TSV, and compressive stress σz in the vertical 

direction as shown in Fig. III.6.  

 

Fig. III.5. Mobility change in NMOS (left) and in PMOS (right). 
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Table III. CTE of Materials 

Material CTE (ppm/K) 

Si 

2.7 0⁰C 

3.3 270⁰C 

4.4 400⁰C 

SiO2 0.55 

W 4.3 

Cu 16.7 

 

According to the piezoresistance model, the hole and electron mobility change due to 

stress direction and strength is shown at Fig. III.7 [81]. The impact of these stresses 

depends on the orientation of the devices. While device channels drawn in the radial 

direction will suffer from compressive longitudinal stress and transverse tensile stress, 

devices with channels drawn in the tangential direction will suffer from tangential stress 

and longitudinal compressive stress. Therefore, device channels in the radial and 

Tangential direction σθ 
Radial direction σr

Vertical direction σz

Fig. III.6. Stress direction due to CTE mismatch. 
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tangential direction will suffer from opposite directions of stress in the (100) plane (σxx, 

σyy) and common stress in the [100] direction (σzz) as shown in Fig. III.8.
1
 

 

 

III.5 Modeling the Proximity Effect 

To verify this, 3D finite element method (FEM) modeling is performed. The 

commercial FEM tool COMSOL can be utilize to characterize the thermal stress around a 

                                                 
1
 Miller index notation for cubic crystals. With three integers h, k. l, [hkl] denotes a direction in the basis of 

the lattice vectors. (hkl) denotes a plane orthogonal to [hkl]. 

Fig. III.7. Impact of stress to mobility change. 

Fig. III.8. Stress direction due to CTE mismatch. 
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single TSV. While the detailed process information on Tezzaron technology (e.g. doping 

concentrate, accurate dimension of MOSFET structure, and etc.) is not available, it is 

possible to simulate the thermal stress with physical dimension information and general 

information on the CMOS process. Table IV shows the information of the Tezzaron TSV 

technology used for modeling. 

Table IV. Information on the Tezzaron TSV process 

Parameter value 

Wafer crystal orientation 
Standard 

(100), <110> 

TSV dimension W = 1.2μm, L = 6μm 

SiO2 linear thickens 100nm 

Process condition 

(temperature) 

W fill deposition 425°C 

SiO2 liner deposition 400°C 

Cooling 25°C 

 

Table V. Homogeneous Material Properties  

Material Young’s modulus E (GPa) Poisson’s ratio, v 

SiO2 71.4 0.16 

Si 131 0.278 

W 411 0.29 

Cu 115 0.343 
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In addition, the parameters describing material properties should be set carefully. 

Since COMSOL has material libraries having default values as shown as Table V, these 

are used without modification except for the most critical parameter, the orthotropic 

stiffness matrix. This describes the wafer crystal orientation and gives the stress/strain 

relationships [82]. 
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where   
                                 

      
, Young’s modulus (E), Poisson’s ratio (v), 

and the shear modulus (G) in the x, y, z Cartesian axes. The default orthotropic stiffness 

matrix for silicon in COMSOL is the <110> direction whose three axes at [100], [010], 

and [001] as follows. 
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This matrix should be modified for a standard (100)/<110> wafer. 
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With these settings, the FEM modeling is performed, and Fig. III.9 shows the results. 

σr is 200MPa tensile stress, and σθ is 200MPa compressive stress. σz is in compressive 

direction but relatively small. 

 
Fig. III.9. Stress along the x, y, and z axis. 
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As described previously, the CTE mismatch induces tensile σr, compressive σθ, and 

compressive σz stresses. Both σr and σθ are less than 300Mpa, while σz shows negligible 

strength. At stresses less than 1GPa, the linear piezroresistance model can be used as 

follows [83][84]. 

 (               )                                (25) 

where σL, σT, σZZ, πL, πT, and π12 denote the longitudinal, transverse, transverse and 

vertical stresses and piezoresistive coefficients. The values of σL, σT, and σZZ can be 

obtained from a FEM simulation. π-coefficients are material properties explaining the 

relationship between the stress and the induced resistivity change.  Table VI shows three 

different π-coefficients for n-doped and p-doped silicon substrate [85]. 

Table VI. Piezroresistive Coefficients of bulk Silicon 

Material ρ0 [Ω·cm] π11 [10
-11

/Pa] π12 [10
-11

/Pa] π44 [10
-11

/Pa] 

n-Si 11.7 -102.2 53.7 -13.6 

p-Si 7.8 6.6 -1.1 138.1 

 

From [86], current change can be expressed as follows. 
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Also, [87] indicates piezoresistive coefficients as shown in Table VII. 
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Table VII. Piezroresistive Coefficients depending on the channel and stress 

directions of (100)/<110> wafer 

Channel (φ’) Stress (Φ) πeff  

[110] (φ’=45⁰) [110] (Φ=45⁰) (π11+ π12+ π44)/2 

[110] (φ’=45⁰) [1̄10] (Φ=135⁰) (π11+ π12- π44)/2 

[100] (φ’=0) [010] (Φ=90⁰) π12 

 

From the equations, longitudinal, transverse, and vertical piezoresistive coefficients 

can be expressed as follow. 
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(29) 

  (                                   )        

 

(30) 

Finally, all piezoresistive coefficients can be express as shown in Table VIII. 

Table VIII. Piezroresistive Coefficients for bulk Silicon of (100)/<110> wafer 

Carrier πL [10
-11

/Pa] πT [10
-11

/Pa] π12 [10
-11

/Pa] 

electron -31.6 -17.6 53.7 

hole 71.8 -66.3 -1.1 
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Based the thermal stress and piezoresistive coefficients, Fig. III.10 shows the FEM 

simulation results of the hole and electron mobility change due to stress direction and 

strength. The diagonal directions of TSVs are stress-free, and there is no mobility change.  

 

From the results, mobility changes depending on the distance are extracted which 

show good agreement with measurements as depicted in Fig. III.11. For comparison, Cu 

TSVs were also simulated in the same environment, and these simulation results show 

much more severe mobility change compared to W TSVs due to the lager CTE mismatch 

between Si (2.7ppm/⁰C) and Cu (16.7ppm/⁰C). 

 

Fig. III.10. Mobility change of PMOS and NMOS. 
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Threshold voltage is not affected by TSVs, while mobility is affected by as much as 

10% for devices within 4μm of a TSV. A keep-away-zone of 4μm should be considered 

for minimal impact on device performance. 



54 

 

  Chapter IV.

IC using Resonant Inductive Coupling  

 

IV.1 Introduction 

Based on the theory described in Chapter II, the first prototype IC of an inductive data 

link has been fabricated. It exploits RIC (resonant inductive coupling) to extend 

communication range without increasing the coil size. The prototype has not only vertical 

channels but also routing channels for a network on chip (NoC). Crosstalk is utilized to 

communicate between coils in a routing coil array as shown in Fig. IV.1.  Usually 

crosstalk among coils has a small coupling factor k. RIC is applied to overcome this small 

k.  

 

Conventional inductive data link

with short range

Routing system 

in multiple stacked layers

with longer range

Fig. IV.1. Concept of the proposed system. 
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Conventional inductive data links transmit mono-pulses using binary phase shift 

keying (BPSK) [46][47]. This current mono-pulse at a transmitter induces a mono-cycle 

voltage at the receiver.  The receiver senses the polarity of the first peak of the pulse with 

a sense amplifier as shown in Fig. IV.2(a). Because the peak width is narrow, this method 

requires accurate control of the sampling time at the receiver. To relax the timing 

requirements on the receiver, another method has been proposed in which the pulse level 

is directly latched [48]. When the transmitter current is inverted, the transition induces a 

voltage pulse at the receiver large enough to be recovered using a hysteretic comparator 

as shown in Fig. IV.2(b). This method eliminates the clock timing issue, but it consumes 

significant power because of the DC current at the transmitter. Because it shows low 

energy-per-bit values only at high-speed data-rates, it is not suitable for low-speed 

applications. In addition, in order to produce an induced voltage large enough to flip the 

hysteretic comparator, it requires a large k, resulting in low aspect ratio (i.e. short 

communication distance or larger coils).  

The proposed method uses on-off keying (OOK) modulation and transmits multiple 

cycles of current in order to transmit a ‘1’, and no signal when transmitting a ‘0’. The 

sinusoidal signal at the transmitter induces a sinusoidal voltage signal at the receiver, 

which is much larger when compared to other single-pulse methods due to the boost from 

RIC. Because the data are recovered by integrating the received voltage, accurate timing 

is also not necessary. The proposed waveform is shown in Fig. IV.2(c). 
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IV.2 Channel Modeling 

Inductor design for RIC is more critical than for SIC because its inductance and Q-

factor play a significant role in the performance of an RIC channel. In addition, in order 

to implement a coil array for routing channels, not only coil size, but also the relative 

position of coils in the coil array is important. The channel modeling is the first step for 

the system design.   

 

 Basic Coupled Inductor Pair IV.2.1

Before creating a coil array for a routing system, the effect of the relative location of 

the coils on the coupling coefficient should be analyzed. Fig. IV.3 shows the contour of 

(a)                                              (b)                                            (c) 

Fig. IV.2. Comparison of operation. (a) Transmitting current pule and receiving 

with sense amplifier. (b) Transmitting current level and receiving with hysteresis 

comparator. (c) Transmitting tone and receiving by integrating. 
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the coupling coefficient of two coupled coils. A transmitting coil is fixed at the origin, 

and the position of a receiving coil is changed along the x, y, and z axes.  The coupling 

coefficients between two coils are measured, and the same values are connected together 

by one contour face.  The contour is lobe-shape along the vertical direction and donut-

shape in a horizontal plane. It has nulls between the main lobe and the donuts. It has a 

dead zone for inductive coupling at about a 45 degree angle that should be avoided when 

implementing the routing system.  

 

 

 4x4 Routing Coupled Inductors IV.2.2

The prototype routing system has 4 layers with 2-by-2 coils per single layer. It 

includes a total of 16 coils, and it is designed so that one coil can talk to any coil in the 

Fig. IV.3. Contour of coupling strength between two coils. 
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stack. Fig. IV.4 shows the 4-by-4 coil array structure. Because of Tezzaron’s stacking 

method [88], the distance between adjacent layers except the second layer and the third 

layer is 6μm. The gap between second layer and third layer is 18μm. To minimize the 

dead zone between coils, the coil size is empirically selected as 30μm in diameter.   

 

The channel modeling of the coil array is simulated using the commercial 3D 

Electromagnetic field analysis tool, HFSS, and the self-inductance and mutual inductance 

between coils with frequency sweeping are shown in Fig. IV.5. At a 6μm distance, which 

corresponds to the distance between first and second layers, or third and fourth layers, the 

mutual inductance along a 2D diagonal direction and a 3D diagonal direction has a 

negative value. This is because the receiving coil is located in the donut area in Fig. IV.3. 

It doesn’t affect the inductive data link other than inverting the polarity of the data, which 

can be easily compensated for. 

Fig. IV.4. 4-layer 2x2 coil array structure. 
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The self-resonant frequency of the design coil is approximately 10GHz, and the 

operating frequency of the RIC link should be lower than this value. 5-6GHz is chosen as 

the operating frequency considering the parasitic capacitance of the transceiver circuits. 

This will be explained further in the following section. 

Fig. IV.6 shows the relationship of the distance between two coils and the coupling 

coefficient at the operating frequency. The minimum value comes from the 3D diagonal 

direction between 18μm-apart layers (the second and third layers). It is expected that the 

Fig. IV.5. Frequency sweep of inductance (a) Self-inductance (b) Mutual inductance 

along vertical direction (c) Mutual inductance along 2D diagonal direction (d) 

Mutual inductance of 3D diagonal direction 

(c)                                                                  (d) 

(a)                                                                 (b) 
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communication at these channels is infeasible based on the extremely low simulated 

value of coupling coefficient k. 

 

In Chapter 2, the induced voltage from RIC was found to be Q
2
 times larger when 

compared to SIC in the weakly coupled regime. While larger Q increases the received 

signal strength and enables longer-range communication, it might negatively affect the 

data-rate because of the narrower bandwidth. The growth rate of oscillations at the 

receiver is proportional to 1/Q; larger Q increases the time it takes to turn on and off the 

oscillations, resulting in a reduction of data-rate. Therefore, the Q-factor is designed to 

trade off the received signal strength and data-rate.  A Q-factor of 3-4 is selected to 

achieve a 1Gbps of data-rate. This provides approximately 10x improvement in signal 

strength, corresponding to more than a 2x increase in distance. 

 

(a)                                                                            (b) 

Fig. IV.6. Coupling coefficient vs. distance at 5GHz (a) Linear (b) Logarithm. 
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IV.3 Circuit Design 

The prototype IC has four different communication channels to test communication at 

different distances: 1) short-range channel, 2) middle-range channel, 3) long-range 

channel, and 4) routing channel. These four channels have different communication 

ranges, coil size and allocation as shown in Fig. IV.7. For the sake of simplicity, the 

routing channel will be described here because it includes all functionality of the other 

channels. 

 

Fig. IV.8 shows the overall architecture of the routing system and a block diagram of 

one communication node. The communication node works as both a transmitter and 

Short-range channel Middle-range channel

Long-range channel Routing channel

Fig. IV.7. Diagram of four different channels. 
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receiver, and the selection between the two is programmed externally. A transmitter and 

receiver share the inductor as the antenna for wireless communication. Each layer has 

four communication nodes, and four layers are stacked vertically for a total of 16 nodes 

altogether. 

 

 Transmitter IV.3.1

The transmitter is basically an LC oscillator because, in RIC, an inductor is used not 

only for the antenna, but also in an LC tank for generating oscillations. It is designed to 

have a 1Gbps data-rate at a 5~6GHz center frequency, which means there are 5~6 RF 

cycles in one data period. Since this cycle number is small compared to general OOK, 

quick turn-on and turn-off circuits are required to generate and detect the signals. Even 

though a cross-coupled LC oscillator is widely used to make oscillations due to its small 

Routing Ch.

TRx
Data_in

Data_out

Layer 1

clk

Routing Ch.

TRx
Data_in

Data_out

Layer 2

clk

Routing Ch.

TRx
Data_in

Data_out

Layer 3

clk

Routing Ch.

TRx
Data_in

Data_out

Layer 4

clk

Sync 
Comp

data_in

data_out

clk

TX

RX

x4

x4

x4

x4

EDLNABPF

Quick Turn on/off

LC OSC

Fig. IV.8. Block diagram of overall system. (Routing Channels) 
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phase noise, it is not suitable for this application because it requires relatively large turn-

on time. Therefore, a modified cross-coupled LC oscillator is used instead since it has a 

quick turn-on time and drives a relatively large amount of current as depicted in Fig. IV.9. 

The transmitter adopts this topology and uses the combination of a communicating 

inductor and parasitic capacitance Cgd, Cds as the LC tank for oscillation. When a high 

signal comes into data_in pin, it turns on the oscillation in the LC tank and generates an 

oscillating magnetic field. When data is low, it stops the oscillation. 

 

In order to achieve a fast turn-off time, a quenching switch is added across the LC 

tank. It is made with a 2.5V thick-oxide transistor to reduce the on-resistance. Fig. IV.10 

shows the transmitter schematic with the quenching switch and the simulated output 

waveforms. When data_in = 1, the switch is shut off and does nothing. A low signal into 

the data_in pin makes the switch turn on and detours the current which was in the LC 

tank into the drain quickly. The signal into the /data_in pin and the signal into the 

Fig. IV.9. Different types of LC oscillator. Instead of Cross-coupled LC oscillator, a 

modified cross-coupled LC oscillator is used. 

data_in data_in
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data_in pin should have the opposite phase without overlapping. In order to generate the 

signal into the data_in pin, conventional level converters are used.  

 

 Receiver IV.3.2

When using RIC, the receiver should have a LC oscillator with a resonant frequency 

matched to that of the transmitter. When considering the process variation of the inductor 

and parasitic capacitance, it is safer to use an identical layout of the LC tank at both the 

transmitter and receiver. Therefore, the receiver shares the same LC tank as that of the 

transmitter by integrating these together as shown in Fig. IV.11. When in receiving mode, 

the data input becomes ‘0’, and the Tx_mode switch is turned off.  This makes the 

transmitter circuit work as a passive LC tank or band pass filter (BPF). After the LC tank, 

the receiver has low noise amplifiers (LNAs), a differential envelope detector and a 

synchronous comparator. Because LNAs require DC biasing, the center tap of the 

inductor is connected to a bias voltage.  
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The stage after the LC tank and LNAs is an envelope detector with differential input 

and single-ended output as shown in Fig. IV.12. It is designed to be an active type 

envelope detector to have sufficient gain for the following comparator stage [90]. 

 

 

Fig. IV.11. Schematic of a receiver. 

Rx_mode = 1

VDD

Vb

data_in = 0

+_

Tx_mode = 0 Rx_mode = 1

VED

Vin_n Vin_p

Fig. IV.12. Active envelope detector. (a) schematic (b) transient waveform 

(a) (b) 
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The last part of the receiver is a two-stage synchronous comparator as shown in Fig. 

IV.13. One input of the comparator is the output of the envelop detector. The other input 

is connected to a replica circuit to generate a DC voltage to be compared [91]. Since its 

timing window is larger than 500ps (half of the data bit time) the clock timing is relaxed 

relative to the clocked-sense amplifier approaches [46][47]. The minimum detectable 

voltage is 9mV at 1Gpbs considering offsets in the receiver and simulation across all 

process corners.   

 

(a) 

(b) 

Vout
VED

Vref

CLK_n
CLK_p

CLK_p CLK_p

VFB_n

VFB_p

Fig. IV.13. Synchronous comparator. (a) schematic. (b) transient waveform. 
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 Transceiver IV.3.3

As explained before, the receiver and the transmitter are integrated together, and its 

function is selected by controlling a header switch. When in the transmitting mode, the 

power for the receiver circuits are disconnected, and the power for the transmitting 

oscillator is turned off for receiving mode. Fig. IV.14 shows the different prototype 

circuits implemented in the test chip, targeting different range communication channels.  

The short-range channel consists of an LC oscillator, active envelope detector, and 

baseband amplifier. Since it targets very short communication, any block for large gain is 

not required such as LNA and comparator. The middle-range channel, however, has a 

synchronous comparator since the output of the envelop detector is smaller than that of 

the short-range channel. The routing channel requires LNAs as well because the induced 

signal at BPF could be too small to be detect at the envelop detector without LNAs.  

The middle-range channel and routing channel have multiple Tx_mode switches to 

control the strength of oscillation based on the distance to the target node. All power 

switches use 2.5V thick-oxide transistors.  

 System for Testing IV.3.4

In order to test the wireless interconnect, peripheral blocks are designed as well. A 

linear feedback shift register (LFSR) generates a pseudo random sequence for input data. 

Output data from the wireless channel is compared to the original input data, and the 

number of errors is counted with an on-chip bit-error-rate (BER) counter. Fig. IV.15 

shows the system with middle-range and routing channels including all peripheral blocks. 
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(a) 

(c) 

(b) 

Fig. IV.14. Overall schematic of channels. (a) short-range channel. (b) middle-range 

channel. (c) Routing channel. 
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IV.4 Layout 

In order to save silicon area, all transceiver circuits are located beneath the coil. This 

could cause several problems if not designed correctly. The area for design is highly 

(a) 

(b) 

Fig. IV.15. Bock diagram of whole system. (a) middle range channel (b) routing 

channel 
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constrained, and the circuit might reduce Q-factor of the coil. The most critical issue is 

that the magnetic field could generate an eddy current in the circuit, and this might cause 

malfunction.  

 

Therefore, the circuit layout should be performed carefully considering the above-

stated issues. Fig. IV.16 shows the layout of the short-range, middle-range, and routing 

channel except for the coils respectively. All circuits are designed to use only poly and 
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metal 1 layers since upper metal layers are designated for the coil layout. Whole layouts 

are packed into the square coil size (25x25μm or 30x30μm). Fig. IV.17 shows the 2-by-2 

routing channel on one layer. 

 

No closed loops are made since eddy current could be induced in them. Self-

inductance of any unclosed interconnect in the circuit is small relative to self-inductance 

of the coil, which means the induced current in the interconnect will be negligible. 

Moreover, since the parasitic capacitance of the net is also small, its self-resonant 

frequency will be much higher than the RIC operating frequency, and the induced current 

6
2
μ

m

Fig. IV.17. Layout of 2-by-2 routing channels on one layer. 



72 

 

will not be grown by oscillation. Finally, any large metal plate, for instance power and 

ground connections, are slotted to prevent the induction of eddy current and degradation 

of Q-factor.  

Fig. IV.18 depicts 2-by-2 routing channels at the center and the peripheral circuits for 

testing surrounding them. The pseudo-random binary sequence (PRBS) generator and 

data comparator are synthesized with standard cells. Thick and long metal wires are for 

DC or low frequency signals. 

 

data_gen

data_hdl

FF 

+ clk shaper

Level conv. +

Data driver Routing

Ch

FF 

+ clk shaper

Level conv. +

Data driver

Fig. IV.18. Layout of 2x2 routing channel and peripheral blocks for testing. 
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The layout of the whole system is shown in Fig. IV.19. It consists of four layers. The 

short-range channels are designed on layer 1 and layer 2. The middle-range and routing 

channels are made over all layers. Since layer 1 is the only one exposed to the external 

world when stacked, it has a pad-ring. 

 

IV.5 Measurements 

This prototype IC was taped out on March 2010. However, fabrication of the 4-layer 

stack has not been completed yet as of April 2012, and only two-layer stacks have been 

delivered. Because the routing channel was designed for a four-layer stack, only the 

short-range channel and middle-range channel have been tested.  

The diameter of the coils used for the short-range channel is 25μm, and the channel’s 

communication distance is 6μm. It has a data rate of 1Gbps with 1.2mW power 

consumption, resulting in an energy per bit of 1.2pJ/b. The middle-range channel uses 

30μm-diameter coils, targeting a communication distance up to 30μm but only 6μm is 

measured. The measured data rate of this channel is 1Gbps, and the power consumption 
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is 1.55mW. The measured BER of both channels is less than 10
-12

.  Table IV shows a 

summary of the measurements from these channels. The simulation results of the routing 

channel and middle channel with 30μm distance are also shown. 

Table IX. Measurement Summary  

Parameter Short-range Middle-range  Middle-range * Routing * 

Coil Size  25μm  30μm  30μm  30μm  

Comm. Distance 6μm  6μm  30μm  

Min.: 6μm 

(vertical) 

Max. :52μm 

(3D diagonal) 

Area of Channel  625μm
2
 900μm

2
 900μm

2
 900μm

2
 

Supply  1.5V  1.5V  1.5V  1.5V  

Data Rate  1Gbps  1Gbps  1.1Gbps  1.05Gbps  

Bit Error Rate <10
-12

  <10
-12

  N/A N/A 

Bandwidth / Area 1600Gbps/mm
2
 1111Gbps/mm

2
 1222Gbps/mm

2
 1167Gbps/mm

2
 

Power 

Consumption 

Tx  400μW 350μW  540μW  580μW ** 

Rx 800μW  1200μW 1200μW 2100μW ** 

Energy / bit 1.2pJ/b 1.55pJ/b 1.58pJ/b 2.55pJ/b 

 * Simulation results for comparison 

 ** The maximum power consumptions when the maximum distance 

 

Fig. IV.20 shows the die photo of whole system, and Fig. IV.21 shows a bird’s-eye 

view of the two-layer stacked die and test PCB board. Since the chip size is relatively 

large (12mm x 5mm) compared to the size of the wireless links, it is difficult to find 

proper packaging for the die. Instead of using a typical package or chip-on-board (COB), 
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a substrate having castellated holes was designed, and the dies are attached on the 

substrate using COB. This substrate is then attached to a larger PCB for testing. 

 

 

 

Fig. IV.20. Die photo of whole system. The area is 5mm x 1mm. 

Fig. IV.21. (a) Two layer stacked die.  (b)test board. 

(a)                                                                       (b) 
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  Chapter V.

IC using Multi-Layer Signal Boosting 

 

V.1 Introduction 

The second prototype IC of an inductive data link has been fabricated based on the 

MLSB (multi-layer signal boosting) scheme discussed in Chapter II. Inductive coupling 

is one technique used to create through-die-interconnect between vertically stacked 

multiple die. In this application, the aspect ratio limits both the area-efficiency of the 

wireless interconnect, and the number of layers that can be communicated through.  

Previous work has presented wireless inductive data links for multiple die stacking. 

Because most of them are able to send data to the adjacent layer only due to small k, they 

should relay data transmission to deliver data through multiple dies [67]. This relay 

method takes a number of cycles to transmit data to the destination, and other layers 

cannot communicate with each other while the channel is occupied for relaying.  In order 

to solve this problem, a direct transmission method has been proposed [68]. However, 

this has relied on SIC with extremely large coils to extend the communication range. This 

chapter will introduce a fabricated IC of a wireless inductive data link for multiple layers 

using MLSB. 
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Fig. V.1 depicts how MLSB improves the wireless interconnect of multiple stacked 

die. In order to deliver data from layer 1 to layer 4, a conventional method delivers data 

to the next adjacent layer, which then relays it to the next layer, etc., and every relay 

transmission takes at least one cycle, resulting in the latency of at least four cycles for a 

4-layer stack (Fig. V.1(a)) [68][69].  

 

However, in a system utilizing MLSB, data in layer 1 induces signals via RIC 

(resonant inductive coupling) in all layers at the same time, and these signals are 

converted to data as depicted in Fig. V.1(b). Even though these signals have a delay 

Fig. V.1.Benefit of multi-layer signal boosting. (a) Conventional inductive data link 

relays data to the next layer (b) Multi-layer signal boosting transmits data using 

intermediate layers as repeaters 

   (a)                                                                              (b) 
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compared to original signal, the total latency to deliver data to the destination is just one 

cycle. 

 

V.2 Circuit Design 

The prototype consists of four vertically stacked dies, and the system has only one 

vertical inductive data link through all layers.  Fig. V.2 shows the overall architecture of 

the prototype IC and the block diagram of one communication node. Similar to the 

previous prototype, the communication node works as a transceiver. It can operate in one 

of three different modes: transmitter, receiver, and repeater. In the repeater mode, the 

communication node amplifies the received signal and delivers it to the next layer. In this 

mode, all receiving circuits except the regenerative oscillator are turned off to save power 

dissipation. The selection among a transmitter, a receiver, and a repeater is programmable.  

 

OOK modulation is used, which transmits multiple RF cycles of current to transmit a 

‘1’, and no signal when transmitting a ‘0’. The transceiver has one inductor used for both 

communication and to form a LC oscillator tank. It is designed to have a raw data rate of 

1Gbps at a 7~8GHz center frequency. Since the oscillator is only active for 7~8 RF 

Fig. V.2. Overall architecture of prototype IC. 
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cycles per bit interval, quick turn-on and turn-off circuits are required to generate and 

detect the signals. For quick turn-on time, a modified cross coupled oscillator is used 

similar to the previous prototype. However, this prototype does not use a quenching 

switch for quick turn-off time, because the result of the previous IC shows a quenching 

switch makes no significant difference despite its overhead. Finally the transceiver 

includes a Hamming (15, 11) error correction block to improve BER. 

 

Adopting MLSB allows a significant reduction in the system complexity. The 

synchronous comparator that was the most complicated block in the previous prototype is 

eliminated. Also the quenching switches and power headers are removed, which require 

thick-oxide transistors. The center-tap of the inductors was removed because it is not 

compatible with the regenerative receiver. This reduction saves silicon area and power 

consumption. Fig. V.3 shows the schematic of the proposed transceiver. The oscillator is 

Fig. V.3. Schematic of proposed transceiver and its three different modes. 
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controlled by the tx/rx_sel signal at the footer. When in transmitting mode, tx/rx_sel 

selects data_in as the input signal of the footer. This produces a full-swing oscillation at 

an LC tank. In receiving mode, bias_vol is selected as the input signal, which controls the 

gain of the regenerative oscillator. The value of bias_vol is changed based on the distance 

to a source node. When the communication distance is short, e.g. from layer 1 to layer 2, 

bias_vol is the smallest. However, bias_vol increases when the communication distance 

is long, e.g. from layer 1 to layer 4. Depending on the distance between the source and 

destination, the value of bias_vol is chosen manually from among four different values. 

One value is zero, which turns off the receiver as shown in Table X. The variation in 

bias_vol is approximately 50mV. When in repeating mode, all RF circuits except the 

oscillator are turned off in order to save power and reduce interference. The feedback 

gain of the regenerative oscillator is controlled by the value of bias_vol as well. 

Table X. Bias voltage control at each layer when layer 1 is transmitting 

Destination Layer 2 Layer 3 Layer 4 

bias_vol @Layer 2 
150mV 

(receiver mode) 

260mV 

(repeater mode) 

430mV 

(repeater mode) 

bias_vol @Layer 3 
0  

(turn-off) 

260mV 

(receiver mode) 

430mV 

(repeater mode) 

bias_vol @Layer 4 
0 

 (turn-off) 

0 

 (turn-off) 

430mV 

(receiver mode) 

* supply voltage = 1V 

Fig. V.4 shows the simulated oscillating current at each layer. The oscillating source 

current in layer 1 induces current in layers 2-4. The phase difference between the 
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transmitting current and induced current in layer 2 is 34⁰, and all induced currents in the 

receiving coils are in-phase with the total phase difference less than 40⁰. The smallest 

current, induced at layer 4, is sufficiently large for being recovered and converted to data. 

 

A prototype was fabricated using IBM CMOS SOI 45nm technology. After fabrication, 

Advotech performed the post processing such as dicing, thinning, stacking, and 

packaging the 4-layer 3DIC as shown at Fig. V.5 and Fig. V.6. Each die is thinned with 

the thickness of approximately 50μm. Including the adhesive thickness, the total distance 

between adjacent dies is measured to be 54μm with Vecco Daktek 6M stylus surface 

profilometer. The longest communication distance is from layer 1 to layer 4, and its 

length is 162μm. The diameter of the coil is 60μm, resulting in an aspect ratio of 2.7:1. 

Fig. V.4. (a) Waveform of transmit current at layer 1 and induced current at layer 

2-4. (b) magnitude of each current and relative phase. 
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V.3 Layout 

Since all transceiver circuits are located beneath the coil, the same layout techniques 

from the previous IC are also applied to this work. Furthermore, this work includes 

synthesized blocks such as Hamming code decoder and encoder while the previous work 

has only custom circuits.  Those synthesized designs are modified manually after 

Fig. V.5. Stacked die photo. Total area is 1.12mm x 1.07mm. 

Fig. V.6. Bird-eye’s view of stacked die and test board. 
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automatic place and routing so that they can satisfy the additional layout constraints from 

being directly underneath the coil. 

Fig. V.7 shows the layout of the prototype IC. Within the transceiver circuit, the area 

of the RF circuits takes up approximately 40%, and the digital synthesized block takes 

the remainder. Since all circuits are located beneath the coil, large metal plates including 

metal-insulator-metal (MIM) capacitors cannot be used. Instead of MIM capacitors, 

lateral capacitors and MOS capacitors are used.  

 Fig. V.7. Layout. 
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V.4 Measurement 

Fig. V.8 shows the measured BER vs. data rate when layer 1 transmits data to layers 

2-4. At a data rate of 807Mbps including Hamming overhead, or a 1.1GHz raw data rate, 

the BER at layer 4 is measured as < 10
-8

, and a BER < 10
-11

 is measured at layer 2.  The 

bathtub curve at a data rate of 807Mbps is also measured as depicted in Fig. V.9. It shows 

the allowed worst-case skew between the transmitter and receiver clocks is more than 

400ps, nearly half of one clock cycle. For this reason, no additional clock phase 

alignment circuits are required for demodulation.  

 
Fig. V.8. Measured BER vs. data rate with Hamming code. 

513 587 660 733 807 880 953
10

-12

10
-11

10
-10

10
-9

10
-8

10
-7

10
-6

10
-5

10
-4

 Layer 2

 Layer 3

 Layer 4

B
ER

Data Rate [Mbs]

0.7 0.8 0.9 1.0 1.1 1.2 1.3
Clock Freq. [GHz]



85 

 

 

The performance summary is shown in Table XI. Compared to other recent works on 

inductive coupling links intended for multiple-layer communication, this work achieves a 

x4.5 higher aspect ratio at the maximum distance, using smaller coils and leveraging RIC. 

Fig. V.9. Bathtub curve when 807Mbps data rate (=1GHz clock). 
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Table XI. Performance Comparison 

Parameter 
Sugimori 

ISSCC’09[67] 

Saito 

ISSCC’10[68] 

Miura 

ISSCC’11[69] 
This Work 

Technology Bulk 180nm Bulk 250nm Bulk 180nm SOI 45nm 

Supply Voltage N/A N/A N/A 1V 

Power Diss. 3.2mW* 12.8mW* 2.16mW* 2.1mW/Link** 

Energy Dissipation 1.6pJ/b 6.4pJ/b 0.9pJ/b 2.6pJ/b 

Coil Size 1.1mm 200μm 0.9mm (data) 60μm 

Date rate 2.0Gb/s/ch 2.0Gb/s/ch 2.4Gb/s/ch 807Mb/s/ch 

Bandwidth / Area 1.65G/b/mm
2
 50G/b/mm

2
 2.96G/b/mm

2
 224G/b/mm

2
 

Thickness / Die 30μm 60μm 25μm 54μm 

Transmission Across 8 layers Across 2 layers Across 2 layers Across 4 layers 

Max Comm. Range 210μm 120μm 25μm   54μm 108μm 162μm 

Max Aspect Ratio 0.19 0.6 0.027   0.9 1.8 2.7 

BER 10
-12

 10
-12

 10
-12

   10
-11

 10
-10

 10
-8

 

* The power consumption is the total power of a transmitter and a receiver. 

** The power consumption is the total power of a transmitter, a receiver and two 

repeaters. 
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  Chapter VI.

IC for Wireless Power Transfer 

 

VI.1 Introduction 

Wireless inductive coupling using planar spirals is compatible with nearly all planar 

processes, allows communication through multiple IC layers, and enables wireless testing 

to eliminate the Known-Good-Die issue in 3DICs. Wireless power transfer using 

inductive coupling has been demonstrated for 3DICs [52][53] and wireless testing [64]. 

The common drawbacks are the limiting 100mW/mm
2
 power density and <0.1 aspect 

ratio. The links require large coils to transmit sufficient power, and distances less than 

1/10
th

 the diameter to maximize the coupling coefficient. This chapter demonstrates a 

wireless power transfer link with 0.61W/mm
2
-power density with a simulated 0.4 aspect 

ratio in a TSMC 65nm CMOS process. This is achieved by using RIC, operating at 

higher frequency for increased coupling coefficient, and a cross-coupled rectifier circuit 

that benefits from the larger voltage as a result of RIC. This chapter presents the design 

of the inductively coupled link and rectifier, and a comparison with SIC that highlights 

the improvement due to RIC. 

Fig. VI.1 illustrates the concept of stacking 3DICs and using wireless power transfer 

between layers. Coils are implemented in heterogeneous layers, aligned face-up, and 
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stacked at the wafer level. After dicing, only the top layer has exposed pads for bonding, 

and all lower layers are wirelessly connected. 

 

VI.2 Channel Modeling 

Operating an inductively coupled system at resonance increases the amount of 

magnetic flux linked between the coils and enhances the ratio of energy delivered to 

energy consumed in parasitic resistance in the coils [92]. This results in a significant 

improvement in power transmission, especially at long distances when SIC coupling is 

low. In the transmitter, the current IT and thus the magnetic flux increases by Q times at 

the resonant frequency of the series LC tank. This results in an xQ larger voltage VR 

induced in the receiving coil.  

Furthermore, VR is boosted by a factor of Q at the resonant frequency of the receiver 

LC tank in Fig. VI.2. Therefore, when the transmitter and receiver resonant frequencies 

are matched, the received voltage increases by Q
2 

times. Because the peak voltage at the 

Fig. VI.1. Concept of the wireless inductive power link. 
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receiver is usually a limiting factor of an on-chip rectifier, the boosted voltage can 

significantly improve range, aspect ratio, and power density. 

 

  Fig. VI.3 and Fig. VI.4 show how the operating frequency and inductor size are 

selected in order to maximize power density. The power available at the receiver is 

proportional to VR
2
, and VR is proportional to frequency for current-limited inductive 

links. Therefore, the available power is proportional to ω
2
. The power loss depends on 

VR, ωCsub, and Rsub. Since VR and ωCsub are functions of frequency, the power loss is 

proportional to ω
4
, which presents an optimum operating frequency [93]. The net 

available power after subtracting the loss shows a peak at 4.5GHz. However, the highest 

power efficiency occurs at 3.5GHz. This is selected as the operating frequency, and an 

inductor is designed so that it has the peak Q-value at 3.5GHz. With fixed separation, 

larger coils will have a higher coupling coefficient k and may typically deliver more 

power. However, larger coils have lower self-resonant frequencies and higher Csub, which 

means they cannot fully utilize the advantage of high frequency and will have more 

power loss at the same frequency.  To avoid these problems, the inductor size is reduced, 

decreasing k as well.  

Fig. VI.2. Resonant inductive coupling for inductive power link. 
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Fig. VI.3. Frequency analysis of the inductive power link for the high frequency 

operation. 

Fig. VI.4. Frequency analysis of the inductor design. 
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However, from [92], the RIC link efficiency is a function of kQ, therefore a large Q-

value can overcome the smaller k due to the reduced coil size. A simulated Q-value of 11 

is achieved by using ultra thick metal and an un-doped p-substrate with no-metal fill 

around the coil. In a 3DIC application, the coupled coils are designed to have a k of 0.18, 

which leads to transmit and receive coils that are 120μm x120μm with 50μm separation. 

The simulated value of kQ is 1.98, resulting in a link efficiency of 44%. 

 

VI.3 Circuit Design 

A block diagram of the power transfer circuit is shown in Fig. VI.5. Unlike previous 

links reported in literature, it has LC tanks to implement RIC: a series LC tank to boost 

current in the transmitter and a parallel LC tank to boost voltage in the receiver. Two 

different rectifier circuits are implemented. The typical diode-connected rectifier is made 

as a benchmark circuit, and a cross-coupled rectifier is proposed for higher performance. 

Both circuits operate at 3.5GHz and use RIC. The transmitter is implemented with a 

discrete capacitor and wire-wound spiral coil tuned to 3.5GHz, and mounted on a probe 

station to control its position precisely over the receiver. This demonstrates powering a 

receiver IC in a wireless testing environment. Simulation results are presented for a 

transmitter IC using a matched planar spiral for stacked die applications. 

Synchronous rectifiers using comparators or DLLs have been proposed to account for 

the small received voltage in SIC links, but at frequencies limited to less than 1GHz, so 

they are not suitable for RIC frequencies [64]. Because of the Q
2
 times boost in received 
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voltage from RIC, even a diode rectifier combined with RIC exceeds the performance of 

these designs.  

 

Fig. VI.6 shows the advantage of the boosted voltage in terms of the current flow. 

With standard inductive coupling, the nMOS and pMOS channels are weakly depleted, 

which limits the rectified current. In a diode-connected rectifier with RIC; however, the 

high voltage enhances not only the channel current but also PN junction forward current. 

The total current is more than 8 times compared to SIC. Finally, the proposed cross-

coupled rectifier further increases VGS, increasing the channel current. This results in a 

30% improvement compared to a diode-connected rectifier with RIC and overall 9 times 

improvement compared to SIC. 

Fig. VI.5. Schematic of the wireless inductive power link with resonant inductive 

coupling. 
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Three different circuits are fabricated in TSMC 65nm CMOS process with ultra-thick 

metal and MIM-cap options. All circuits use the same inductor design, with a size of 120 

x 120μm
2
. The rectifier circuits are implemented adjacent to, rather than underneath, the 

receiving coils, to prevent a decrease in the inductor Q. The rectifiers add an additional 

area of 0.008mm
2
. Their die photo is shown in Fig. VI.7. 

Fig. VI.6. Current breakdown of the rectifier topologies with and without 

resonant inductive coupling. 
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VI.4 Measurement 

The inductive power links are tested on a probe station as shown in Fig. VI.8. The 

power is externally supplied to the transmitter by a signal generator. A transmitter is 

implemented with the series connection of a surface mounded device (SMD)-type 

capacitor and a wire-wound spiral coil. The coil size is around 200μm and has 3 hand-

wound turns with 80μm-thick wire. The resonant frequency of the L and C is 3.5GHz, 

which is tuned to the same frequency as the receiver coil for implementing RIC. The 

transmitter is mounted on the probe station so that its position in the x, y, and z-axes can 

be controlled precisely to overlap the coils each receiver circuit. This transmitter 

demonstrates wirelessly powering the circuit for e.g. wireless testing. Fig. VI.9 shows 

photos of transmitting coils over three receiving circuits and measurement results of the 

transmitting coil. 

Fig. VI.7. Die photo 
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Fig. VI.8. Measurement Setup 

Fig. VI.9. Aligned transmitting coils and the measurement results. 
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The improvement due to RIC is measured by comparing to a benchmark circuit on the 

same chip, which has the same LC tank and a high frequency buffer. Fig. VI.10 shows 

the measurement result of the RIC improvement over a half-SIC link. Because all circuits 

share the off-chip transmitter, the half-SIC also uses the LC tank in the transmitter, but 

does not implement a resonant tank in the receiver. RIC shows a more than 3x larger 

voltage peak at the resonant frequency than the half-SIC link. 

 

For both rectifiers, the maximum power is achieved at the resonant frequency of 

3.5GHz and a load resistance of 310Ω, as depicted in Fig. VI.11. The maximum power of 

the cross-coupled rectifier is 15mW, resulting in a power density of 1.04W/mm
2
 

considering the coil area alone, and 0.61W/mm
2
 including the rectifier circuit. The diode 

rectifier achieves 13.7mW, and both use RIC in the transmitter and receiver. Fig. VI.12 

show a performance summary of this work. Compared to previous publications, this 

prototype achieved an 4x power density and an 4x aspect ratio. 

Fig. VI.10. Benefit of resonant inductive coupling with simulation and 

measurement results. 
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Table XII. Performance Comparison 

 

This Work 
Onizuka 

CICC ’06 

Yuan  

VLSI ’09  

Yuan 

VLSI ’10 

Radecki 

ISSCC ’11 

Received Power 15mW 2.5mW 14mW 10mW 6W 

Coil Size 0.12x0.12mm
2
 0.7x0.7mm

2
 2x2mm

2
 0.7x0.7mm

2
 5x5mm2 

Distance 50μm n/a ( <20μm) 200μm 20μm 50~320μm 

Aspect Ratio 

(Distance/Coil Size) 
0.42 <0.029 0.1 0.029 <0.064 

Power Density 

1.04W/mm
2
  

(Coil only) 

607mW/mm
2 

 

(All Circuits) 

5.1mW/mm
2
 2.5mW/mm

2
 20mW/mm

2
 240mW/mm

2
 

Power Efficiency 19% - 4.1% 10.2% 17% 

Carrier Frequency 3.5GHz 
150~350MH

z 
250MHz - 150MHz 

Technology 65nm CMOS 
0.35μm 

CMOS 

0.18μm 

CMOS 

65nm 

CMOS 

0.18μm 

CMOS 

Fig. VI.11. Measurement results depending on load resistance and frequency. 
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Fig. VI.12. Performance Comparison. 
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  Chapter VII.

Conclusion 

VII.1 Summary 

As the demands on high performance and multi-function systems increase, vertically 

stacked 3DICs have the advantages of a small form-factor and short communication 

distance between chips, leading to high data rate and low power consumption. Several 

wired and wireless approaches for interconnect between 3DICs have been proposed. 

Among them, wireless interconnect using inductive-coupling and wired interconnect 

using TSVs are very promising since they have achieved low power, high performance 

with small size, and operate across heterogeneous ICs and technologies. This thesis has 

characterized the TSV proximity effect due to thermal stress and investigated ways to 

improve a wireless inductive coupling link by achieving higher aspect ratio with low 

power consumption.  

The proximity effect of Tungsten-filled TSVs on the threshold voltage change and 

mobility shift of CMOS devices due to mismatch in thermal expansion coefficients is 

modeled and verified with measurements. Test structures fabricated in a 2-layer 130nm 

CMOS 3DIC process are measured and compared with 3D FEM simulations. The impact 

of a single TSV on active devices with different channel widths and lengths and different 

distances to a TSV is evaluated. No shift was observed in VTH or electron mobility, 
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however hole mobility increases for channels oriented tangential to the TSV. Results 

indicate threshold voltage is not affected by TSVs, while mobility is affected by as much 

as 10% for devices placed within 4μm of a TSV. A keep-away-zone of 4μm should be 

considered for minimal impact on device performance. 

The performance of inductive links can be improved by using RIC over SIC. RIC can 

increase the received voltage by a factor of Q
2
 in the weakly coupled regime and 2Q in 

strongly coupled regime compared to SIC. Therefore, RIC can be exploited for wireless 

links with small k to extend the communication distance between coils without increasing 

the coil size or power consumption. The first prototype of wireless communication links 

was fabricated to demonstrate RIC using a Global foundry 130nm CMOS process. The 

system is a 2-by-2-by-4 router over four layers, and each layer has a 2-by-2 coil array. 

The prototype achieves 1Gbps data rate and 2pJ/b with coils of 30μm-diameter.  

RIC can be used for wireless power transfer to increase the power density and aspect 

ratio. When an inductive power transfer system operates at resonance, the amount of 

magnetic flux linked between the coils is increased, and this enhances the power transfer 

efficiency. In addition, considering both of delivered power amount and substrate loss 

depending the operating frequency, the optimal point to maximize the total available 

power exists.  The prototype fabricated in TSMC 65nm CMOS process shows a power 

density of 0.61W/mm
2
 and an aspect ratio of 0.42 are achieved.  

Finally, a new signal boosting scheme for wireless inductive interconnects in 3DICs is 

proposed. It enables longer distance communication through multiple-stacked layers 

without increasing coil size by using in-phase resonant inductive coupling and 
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regenerative oscillation. A second prototype of an inductive data link was fabricated in an 

IBM SOI 45nm CMOS process to demonstrate the multi-layer signal boosting scheme. It 

achieves a data rate of 807Mbps at a distance of 162μm across 4 IC layers with coils 

whose diameter is 60μm. This is a x4.5 higher aspect ratio compared to other inductive 

data link targeting multiple stacks. 

 

VII.2 Future work 

In the future, this work can be developed into two different directions. 

 Highly integrated 3DICs. The inductive data link using MLSB can be exploited in 3D 

multi-core system with multiple access scheme discussed in Appendix. B. When the 

inductive data links are used as parallel vertical buses, the crosstalk should be analyzed. 

An inductive link also can be applied to very small integrated system such as cubic mm. 

If both of power and data are transmitted using inductive coupling, all of the wirebonding 

pads on the perimeter of each die can be removed, and the whole system can be a 

perfectly cube-shaped. The size of coils for power transfer should be maximized in order 

to increase power efficiency. This can be achieved by increasing the power coil almost as 

large as the die size and locating the data coils inside of the power coil. The data should 

be transmitted differentially to cancel the common magnetic flux from the power coil.   

 Bio applications. Eventually when TSVs become as ubiquitous as the planar CMOS 

processes, it is difficult for wireless interconnect methods to compete with TSV 

technology except in very limited applications such as Information Tethered Micro 

Automated Rotary Stages (ITMARS) [94].  However, inductive coupling links can be 
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used extensively in biomedical applications instead of in 3DICs. Since magnetic fields 

have less impact on a human body compared to electric fields, inductive coupling can be 

used for short-range non-contact communication or power delivery. Moreover, off-chip 

inductors with very high Q-factor will extend the range of communication or power 

transfer even with small k using RIC and MLSB. Even though very high Q factor can 

degrade the data rate, it is no significant issue for bio application. 
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Appendix A.  

Tezzaron Process 

Appendix A. 1 Tezzaron 3D Process Description 

A 3DIC using wireless interconnect requires no additional fabrication process, but it 

also needs special post processing such as dicing, thinning and stacking after the 

fabrication. The thinning process is necessary to reduce the communication distance, and 

stacking with precise alignment is important for wireless interconnect as well. While such 

post processing is common at the wafer level in industry [88], it is not easy to achieve at 

the single die level, and the handling of thin die could lead to failures in the chip. 

Therefore, this first prototype was implemented in a Tezzaron Multi-Project Wafer 

(MPW) process, which uses Global foundry CMOS 130nm technology plus a TSV 

technology. Because this process includes wafer-level thinning with the thickness of 

12μm and stacking with less very fine alignment (≤1μm), it provides a very good 

opportunity for implementing and testing the wireless interconnect.  In addition, TSVs 

are used as signal paths for testing. 

The Tezzaron process has 1 polysilicon layer, and 6 metal layers (1P6M), however the 

last metal layer is reserved for wafer-to-wafer connections. Therefore, only five metal 

layers are available for design and all of them are thin metal layers intended for digital 

routing. The thickness of the back-end-of-line (BEOL) is typically 6μm. The silicon 
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substrate thickness is originally more than 700μm but is thinned to 6μm to expose TSVs 

to the back side of the wafer. As a result, the total thickness of one layer becomes 12μm. 

One layer is connected face-to-face to another layer via copper thermal bonding using the 

top metal layers. This forms a face-to-face two-layer stack. This stack is then connected 

to another face-to-face stack using exposed the TSVs and copper thermal bonding 

between TSVs. This is a back-to-back stacking of two two-layer stacks and results in a 

total four-layer stack. Fig. A.1 visualizes the Tezzaron process and four-layer stacking 

structure. Coupled inductors and transceiver circuits were designed within this 

metallization option.  

 

Appendix A. 2 3D LVS 

The verification of 3DICs using TSVs requires a new design flow for the design rule 

check (DRC) and Layout-Versus-Schematic (LVS), which is different from conventional 

planar CMOS processes. In the case of DRC, it is not a significant change because in this 

Fig. A.1. Cross-section of Tezzaron TSV Process and 4-layer stacking. 
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case the 3DIC can be treated as a combination of multiple planar dies, and every planar 

die could be checked separately using the conventional design rules except for the TSV-

related design rules. The design rules for the TSV would nominally be provided by TSV 

manufactures and be fully compatible with conventional computer aid design (CAD) 

tools such as Calibre DRC. Unlike DRC, LVS cannot be performed with an individual 

layer-based method. Because all layers are electrically connected together, the schematic 

of the whole system should be compared across all layers of the system at the same time. 

In other words, three dimensional LVS (3D LVS) is necessary. However, the 

conventional CAD tools are unable to support three dimensional LVS, and new tools for 

3DIC design are not mature yet.  

For the prototype IC designed in the Tezzaron process, several 3D LVS methods were 

proposed. All of them are using the conventional CAD tools Calibre LVS, rather than 

new 3DIC design tools. The most intuitive way is to add labels on the vertical 

connections. In the Tezzaron process, every die has a pattern of uniformly distributed 

micro metal points (Supercontact
TM

) on both sides of the top and bottom layers for wafer-

bonding. When two layers are stacked, all of the metal points on one layer are connected 

to the matching metal points on the other layer. All vertical connections are through these 

metal points, and TSVs should be positioned on the metal points. By adding labels on all 

metal points of one layer and adding the same labels on all metal points of the other layer, 

3D LVS can be performed on side-by-side layouts since Calibre LVS recognizes the two 

nets having the same net name as one connected net in the layout. There are, however, 

too many metal points in a design, approximately 1,000 points across an area of 1mm x 
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1mm. For a large design, it is impossible to add labels on every metal point manually or 

by using scripts due to limited time and memory of machines. To alleviate this, a method 

of finding the metal points with actual electrical connections and adding labels only on 

them only is proposed.    

 

However, the partial labeling method still takes significant time and resources for 

large designs. Moreover, the labels should be generated again when the position of any 

vertical interconnection is modified. To resolve this problem, a 3D LVS method 

comparing one merged layout to the schematic is proposed. This method uses C programs 

to merge multiple streams of files into one integrated gds file as visualized in Fig. A.2. 

When Calibre LVS compares this merged gds file with the top level schematic, it requires 

the same number of rule deck files as layers. rule_deck1.cal is the original rule deck file 

of a conventional planar process, and it has the information on electrical connections 

Fig. A.2. Flow of proposed LVS. 
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inside layer 1. Other rule deck files are modified versions based on the original rule deck 

file. They have the information on not only connections inside their corresponding layers 

but also electrical connections to adjacent layers.  

Fig. A.3 shows how to merge gds files into a single gds file. The multiple C programs 

are used sequentially, and n-1 different C programs are necessary for n-layers. Any 

intermediate gds file (e.g. Layer_12.gds, Layer_123.gds) could be used for partial LVS.  

 

 

Fig. A.3. Flow of combining gds files. 

Layer_1.gds Layer_2.gds Layer_3.gds Layer_4.gds

Layer_12.gds

Layer_1234.gds

gdsmerge1.c

gdsmerge2.c

gdsmerge3.cLayer_123.gds
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Appendix B.  

Multiple Access using MLSB 

 

Appendix B. 1 Motivation 

The inductive coupling channels proposed in Chapter V can be used in a multiple 

stacked system as shown in Fig. B.1. Each layer has a core, caches, and several vertical 

wireless inductive links. Every core can access any cache on the other layers via parallel 

inductive data channels. All cores share one vertical wireless channel to control data 

channels. However, more than two cores might access the shared control channel 

simultaneously, and a collision will occur.  A proper multiple access scheme is required 

to avoid collisions among cores and improve the performance of a many-core system.    

 
Fig. B.1. Motivation of multiple access in stacked dies. 
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In order to choose an appropriate multiple access scheme, the features of the proposed 

inductive data links should be considered. First of all, every terminal is a transceiver, 

which means it can operate either as a transmitter or receiver. Next, only half duplex 

communication is possible. While code division multiple access (CDMA) or frequency 

division multiple access (FDMA) enables full duplex communication, they will increase 

circuit complexity significantly. Therefore, in a vertical communication channel, only 

one transmitter can send data at any given time. Because the terminal is unable to detect 

data while it is transmitting a signal, it is difficult for the terminals to notice a collision. 

In order to avoid collisions, a time slot when only the designated terminal can send data 

should be assigned fairly. Time division multiple access (TDMA) satisfies this condition, 

but it could be inefficient when a few terminals access the channel intensively. Another 

candidate is carrier sense multiple access (CSMA). However, it should be modified to be 

combined with inductive coupling links. 

 

Appendix B. 2 Study of Conventional Multiple Access Methods 

Fig. B.2 shows how a typical carrier sense multiple access / collision avoidance 

(CSMA/CA) works with random back-off time. There are five stations sharing a channel. 

Each station desiring to transmit will generate a random back-off period before 

transmitting. After that step, all stations should check if the channel is idle. If the 

previous transmission was correctly completed, all stations see an acknowledge (ACK) 

frame. Once received ACK, they have to hold during distributed inter frame space (DIFS). 

If the previous transmission was not successful, stations see no ACK frame. Then, they 



110 

 

must hold during extended inter frame space (EIFS) since the last successful frame. 

When either of two conditions is satisfied, all stations determine the channel is no in use. 

If the channel is idle, a station to transmit must wait for the previously generated back-off 

time further. The back-off time is generated randomly between 0 and contention window 

(CW) time. In the case of no communication activity in the channel, the back-off timer 

will decrease by one. If the channel is busy, the timer does not decrease. When the back-

off timer reaches 0, the station can transmit a frame. 

 

The value of CW is not fixed, but being changed during the procedure. Its initial 

value is aCWmin. Every unsuccessful attempt to transmit frame will increase CW until 

CW reaches aCWmax as shown in Fig. B.3. Every successful attempt resets CW to 

aCWmin. This is the algorithm called exponential back-off, and it can reduce collisions 

even with high traffic. 

FrameStation A

DIFS

Defer
Station B

Station C

Station D

Station E

Frame

CWindow

CWindow

Frame
CWindow

Frame

Frame

CWindow

Defer

Defer

Defer

BackoffRemaining backoffCWindow: Contention Window

Fig. B.2. Conventional CSMA/CA protocol. 
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Appendix B. 3 Modified CSMA/CA 

For the inductive data link, the conventional CSMA/CA should be modified. Since 

the inductive data link is a half-duplex, a core is unable to detect signal or collision 

during transmitting. In order to sense a collision, a core should send a request-to-send 

frame (RTS) to all cores and receive a clear-to-send frame (CTS) from the destination 

core. If the core receives no CTS frame from any cores after a RTS frame, it means that 

multiple cores tried to access the channel, and a collision occurred. If the source core 

receives a CTS signal normally, it means the communication session is established. After 

the destination core receives the data the source core sent, it will send an ACK frame to 

close the session, and all cores will prepare the next communication session. This 

protocol is illustrated in Fig. B.4. 

 

Fig. B.3. Exponential backoff of CSMA/CA. 

RTS

CTS

Data

ACK

Core #1

Core #2

DIFS

SFIS SFIS

Backoff time

SFIS

DIFS

Current TransmissionPrevious Next

Fig. B.4. Modified CSMA/CA protocol. 
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At the above-stated protocol, the DIFS and short inter frame space (SIFS) are one 

clock cycle. It is assumed that it takes one clock cycle for the inductive coupling 

transceiver to switch between receiver mode and transmitter mode. During this time, the 

transceiver processes the received data and prepares to transmit as shown in Fig. B.5. 

 

Fig. B.6 shows how the modified CSMA/CA operates. If there was no collision at the 

previous transmission, all cores will have back-off time of 0. If any collision was 

observed, the cores will have a predefined back-off time. For instance, core #n has back-

off time of n-1 clock cycles. This hardwired back-off time guarantees it will be collision-

free when retransmitting.   

 

Core #1
Transmitting

Data
Switching
Tx to Rx

Receiving Data

Transmitting
Data

Handling 
received data & 

preparing to 
trasmit

Receiving DataCore #2

preparation time = 1clk

Fig. B.5. Switching of transmitting and receiving in modified CSMA/CA. 

RTS:1→3 DataCore #1

Core #2

DIFS Transmission Window #1

Core #3

Core #4

NAVRTS:2→4

No CTS

No CTS

RTS:1→3

RTS:2→4

CTS:→1

NAV

ACK

RTS:2→4

CTS:→2

Transmission Window #2 Transmission Window #3

No Backoff Time
Collision Between #1 & #2

Hardwired Backoff Time
Collision Free

No Backoff Time
No collision

SIFS

Backoff time

retransmit

retransmit defer

Fig. B.6. Modified CSMA/CA. 
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Fig. B.7 shows the definitions of frames used in the modified CSMA/CA. It is 

assumed that four cores share the channel. A data frame contains 16-bit data to control 

the data channels on other layers. Ch_addr means the address of a data channel on each 

die. A maximum of 16 data channels are supported. TRx_mode indicates which circuit 

inside a transceiver will be controlled by the following control data. 10-bits are assigned 

for the control data. A RTS frame has a 1-bit header whose value is ‘1’ to indicate the 

channel is busy. Tx_addr refers to the source address and uses hot encoding so that 

receivers can detect a collision. Rx_addr, which is the destination address, is 2-bits since 

hot encoding is not necessary. When Tx_addr is identical to Rx_addr, this means the 

transmission will be a broadcast to all nodes. A CTS frame consists of a 2-bit destination 

address (its own address) and a 1-bit header to distinguish address 00 from no ACK. 

 

Frame 
Header

1

Tx Addr Rx Addr Rx Addr

00: Core A
01: Core B
10: Core C
11: Core D0001: Core A

0010: Core B
0100: Core C
1000: Core D

00: Core A
01: Core B
10: Core C
11: Core D

Ch Addr TRx Mode Control Data

10 bits. Not determined yet

00: Tx Control
01: Rx Control
1x: Reserved

0000: Ch #0

…
0111: Ch #7
1xxx: reserved

RTS Frame CTS Frame

Data Frame

Frame 
Header

1

Fig. B.7. Frame definition of Modified CSMA/CA. 
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Appendix B. 4 CSMA/CF 

If a core knows when it can send a frame, no collision will occur. This is the main 

concept of CSMA/CF (Collision Free). In order to eliminate any possible collisions, all 

cores have a priority to access the channel, and the priority is based on TDMA. Any core 

desiring to transmit data should wait for its priority time slot. During its time slot, the 

core can initiate the window by transmitting a header. Other cores should be in a network 

allocation vector (NAV) state and wait until the transmission is completed. The length of 

the transmission is predefined. Since there will be no contention, neither an RTS nor CTS 

frame is required. Fig. B.8 explains how CSMA/CF works. 

 

The frame definition is shown in Fig. B.9. A data frame is the same on that of 

CSMA/CA. In an address frame, two bits are assigned for both of source and destination 

address since hot encoding is not necessary. When the source address is identical to the 

destination address, this means a broadcasting transmission.   

PCore #1

Core #2

Core #3

Core #4

P

P

P

P

P

P

P

Desire to send data

P

P ADDR:2→1 DATA

NAV

NAV

ACK

P ADDR:3→4 DATA

ACK

NAV

NAV

P ADDR:4→3

Transmission Window #1 Transmission Window #2

NAV

NAV

Medium Idle Initiating 
transmission

defer

defer

defer

Fig. B.8. CSMA/CF protocol. 
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Appendix B. 5 Performance Analysis 

Fig. B.10 shows the performance comparison of CSMA/CA, CSMA/CF, and TDMA. 

Due to overheads, CSMA/CA shows the worst frame utilization. However, CSMA has 

small delay, which means a core might be able to send data whenever it desires to send. 

The average throughput of CSMA is similar to that of TDMA when the frame generate 

rate is not high. In a multi-core application, the frequent reconfiguration of core-cache is 

not required, but the latency is more important. Therefore CSMA/CF is a better choice 

than TDMA for the control bus of a multi-core system. 

Frame 
Header

1

Tx Addr Rx Addr

00: Core A
01: Core B
10: Core C
11: Core D

00: Core A
01: Core B
10: Core C
11: Core D

Addr Frame

Ch Addr TRx Mode Control Data

10 bits. Not determined yet

00: Tx Control
01: Rx Control
1x: Reserved

0000: Ch #0

…
0111: Ch #7
1xxx: reserved

Data Frame

Fig. B.9. Frame definition of CSMA/CF. 
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Fig. B.10. Performance comparison. 
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